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INTRODUCTION
1.1 Some motivations

In this thesis we consider the following singular perturbation problem

\[ -\epsilon^2 \Delta u + u = u^p \quad \text{in } \Omega, \]  \hspace{1cm} (1.1.1)

where \( \Omega \subset \mathbb{R}^n \) is a bounded domain, \( p \in (1, \frac{n+2}{n-2}) \) is subcritical with respect to the Sobolev embedding and \( \epsilon > 0 \) is a small parameter.

We analyze the concentration phenomena of the solutions to the problem (1.1.1) in a bounded domain \( \Omega \subset \mathbb{R}^n \) whose boundary is non-smooth.

Problem (1.1.1) or some of its variants arise in several physical and biological models. Consider, for example, the Nonlinear Schrödinger Equation

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + V\psi - \gamma |\psi|^{p-2}\psi, \]  \hspace{1cm} (1.1.2)

where \( \hbar \) is the Planck constant, \( V \) is the potential, and \( \gamma \) and \( m \) are positive constants. Then standing waves of (1.1.2) can be found setting \( \psi(x,t) = e^{-iE_1/\hbar}v(x) \), where \( E \) is a constant and the real function \( v \) satisfies the elliptic equation

\[ -\hbar^2 \Delta v + \tilde{V}v = |v|^{p-2}v \]

for some modified potential \( \tilde{V} \). In particular, when one considers the semiclassical limit \( \hbar \to 0 \), the last equation becomes a singularly perturbed one; see for example [4], [29], and references therein.

Concerning reaction-diffusion systems, this phenomenon is related to the so-called Turing’s instability. More precisely, it is known that scalar reaction-diffusion equations in a convex domain admit only constant stable steady state solutions; see [16], [54]. On the other hand, as noticed in [77], reaction-diffusion systems with different diffusivities might generate non-homogeneous stable steady states. A well-known example is the Gierer-Meinhardt system, introduced in [33] to describe some biological experiment. The system is the following:

\[
\begin{align*}
\frac{du}{dt} &= d_1 \Delta u - u + \frac{u^p}{v^q} \quad \text{in } \Omega \times (0, +\infty), \\
\frac{dv}{dt} &= d_2 \Delta v - v + \frac{u^r}{v^s} \quad \text{in } \Omega \times (0, +\infty), \\
\frac{\partial u}{\partial \nu} &= \frac{\partial v}{\partial \nu} = 0 \quad \text{on } \partial \Omega \times (0, +\infty).
\end{align*}
\]  \hspace{1cm} (1.1.3)

The functions \( u \) and \( v \) represent the densities of some chemical substances, the numbers \( p, q, r, s \) are non-negative and such that \( 0 < \frac{p-1}{q} < \frac{r}{s+r} \), and it is assumed that the diffusivities \( d_1 \) and \( d_2 \) satisfy \( d_1 \ll 1 \ll d_2 \). In the stationary case of (1.1.3), when \( d_2 \to +\infty \) the function \( v \) is close to a constant (being nearly harmonic and with zero normal derivative at the boundary), and therefore the equation satisfied by \( u \) is similar to (1.1.1), with \( \epsilon^2 = d_1 \). We refer to [57], [61] for more details.

Finally, one can consider the problem (1.1.1) with mixed boundary conditions in the study of the population dynamics: suppose that a species lives in a bounded region \( \Omega \) whose boundary has two parts, the Neumann part \( \partial_N \Omega \), which is an obstacle that blocks the pass across, and
the Dirichlet part \( \partial D \Omega \), which is a killing zone for the population. Moreover (1.1.1) with mixed boundary conditions is a model of the heat conduction for small conductivity, when there is a nonlinear source in the interior of the domain, with combined isothermal and isolated regions at the boundary.

### 1.2 The Case of \( \Omega \) Smooth

The study of the concentration phenomena at points for smooth domains is very rich and has been intensively developed in recent years. The search for such condensing solutions is essentially carried out by two methods. The first approach is variational and uses tools of the critical point theory or topological methods. A second way is to reduce the problem to a finite-dimensional one by means of Lyapunov-Schmidt reduction.

The typical concentration behavior of solution \( U_{Q,\epsilon} \) to (1.1.1) is via a scaling of the variables in the form

\[
U_{Q,\epsilon}(x) \sim U\left(\frac{x-Q}{\epsilon}\right),
\]

where \( Q \) is some point of \( \overline{\Omega} \), and \( U \) is a solution of the problem

\[
-\Delta U + U = U^p \quad \text{in} \quad \mathbb{R}^n \quad \text{(or in} \quad \mathbb{R}_+^n = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_n > 0\})),
\]

the domain depending on whether \( Q \) lies in the interior of \( \Omega \) or at the boundary. When \( p < \frac{n+2}{n-2} \) (and indeed only if this inequality is satisfied), problem (1.2.2) admits positive radial solutions which decay to zero at infinity; see [9, 10, 75]. Solutions of (1.1.1) with this profile are called spike-layers, since they are highly concentrated near some point of \( \overline{\Omega} \).

Let us now describe some results which concern singularly perturbed problems with Neumann or Dirichlet boundary conditions, and specifically

\[
\begin{aligned}
-\epsilon^2 \Delta u + u &= u^p \quad \text{in} \quad \Omega, \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on} \quad \partial \Omega, \\
u &= 0 \quad \text{in} \quad \Omega,
\end{aligned}
\]

(1.2.3)

and

\[
\begin{aligned}
-\epsilon^2 \Delta u + u &= u^p \quad \text{in} \quad \Omega, \\
u &= 0 \quad \text{on} \quad \partial \Omega, \\
u &= 0 \quad \text{in} \quad \Omega.
\end{aligned}
\]

(1.2.4)

Consider first the problem with pure Neumann boundary conditions. Solutions of (1.2.3) with a concentration at one or more points of the boundary \( \partial \Omega \) as \( \epsilon \to 0 \) are called boundary-spike layers. They are peaked near critical points of the mean curvature. In particular, it was shown in [59], [60] that mountain-pass solutions of (1.2.3) concentrate at \( \partial \Omega \) near global maxima of the mean curvature. One can see this fact considering the variational structure of the problem. In fact, solutions of (1.2.3) can be found as critical points of the following Euler-Lagrange functional

\[
I_{\epsilon, N}(u) = \frac{1}{2} \int_\Omega \left( \epsilon^2 \nabla u^2 + u^2 \right) dx - \frac{1}{p+1} \int_\Omega |u|^{p+1} dx, \quad u \in H^1(\Omega).
\]

Plugging into \( I_{\epsilon, N} \) a function of the form (1.2.1) with \( Q \in \partial \Omega \) one sees that

\[
I_{\epsilon, N}(U_{Q,\epsilon}) = C_0 \epsilon^n - C_1 \epsilon^{n+1} H(Q) + o\left(\epsilon^{n+1}\right),
\]

(1.2.5)
where $C_0$, $C_1$ are positive constants depending only on $n$ and $p$, and $H$ is the mean curvature; see for instance [4], Lemma 9.7. To obtain this expansion one can use the radial symmetry of $U$ and parametrize $\partial \Omega$ as a normal graph near $Q$. From the above formula one can see that the bigger is the mean curvature the lower is the energy of this function: roughly speaking, boundary spike layers would tend to move along the gradient of $H$ in order to minimize their energy. Moreover one can say that the energy of spike-layers is of order $\epsilon^n$, which is proportional to the volume of their support, heuristically identified with a ball of radius $\epsilon$ centered at the peak. There is an extensive literature regarding the search of more general solutions of (1.2.3) concentrating at critical points of $H$; see [21], [36], [37], [38], [45], [47], [58], [80].

Consider now the problem with pure Dirichlet boundary conditions. In this case spike layers with minimal energy concentrate at the interior of the domain, at points which maximize the distance from the boundary; see [46], [62]. The intuitive reason for this is that, if $Q$ is in the interior of $\Omega$ and if we want to adapt a function like (1.2.1) to the Dirichlet conditions, the adjustment needs an energy which increases as $Q$ becomes closer and closer to $\partial \Omega$. Following the above heuristic argument, we could say that spike layers are repelled from the regions where Dirichlet conditions are imposed.

There are other types of solutions of (1.1.1) with interior and/or boundary peaks, possible multiple, which are constructed by using gluing techniques or topological methods; see [18], [19], [39], [40], [44], [79]. For interior spike solutions the distance function $d$ from the boundary $\partial \Omega$ plays a role similar to that of the mean curvature $H$. In fact, solutions with interior peaks, as for the problem with the Dirichlet boundary condition, concentrate at critical points of $d$, in a generalized sense; see [46], [62], [81].

Concerning problem (1.1.1) with mixed Neumann and Dirichlet boundary conditions, in two recent papers [31], [32] it was proved that, under suitable geometric conditions on the boundary of a smooth domain, there exist solutions which approach the intersection of the Neumann and the Dirichlet parts as the singular perturbation parameter tends to zero. In particular, this concentration phenomenon on the interface between the Neumann and the Dirichlet parts occurs for the mountain pass type solutions. In fact, denoting by $u_{\epsilon, Q}$ an approximate solution peaked at $Q$ and by $d_\epsilon$ the distance of $Q$ from the interface between the Neumann part and the Dirichlet part, then its energy turns out to be the following

$$I_\epsilon (u_{\Omega, \epsilon}) = C_0 \epsilon^n - C_1 \epsilon^{n+1} H (Q) + \epsilon^n \epsilon^{-2} \frac{d_\epsilon}{(1 + o(1))} + o \left( \epsilon^{n+2} \right),$$  \hspace{1cm} (1.2.6)

where $I_\epsilon$ is the functional associated to the mixed problem. Note that the first two terms in (1.2.6) are as in the expansion (1.2.5), while the third one represents a sort of potential energy which decreases with the distance of $Q$ from the interface, consistently with the repulsive effect which was described before for (1.2.4).

There is an extensive literature regarding this type of problems, but in almost all cases the domain $\Omega$ was assumed to be smooth.

Concerning the case $\Omega$ non smooth, at our knowledge there is only a bifurcation result for the equation

$$\begin{cases}
\Delta u + \lambda f (u) = 0 & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial \Omega,
\end{cases}$$

obtained by Shi in [74] when $\Omega$ is a rectangle $(0, a) \times (0, b)$ in $\mathbb{R}^2$. 


1.3 Concentration phenomena for the Neumann problem in non-smooth domains

First we study the problem (1.1.1) with Neumann boundary conditions; this problem has been studied in [23]. Assuming for simplicity that $\Omega \subset \mathbb{R}^3$ is a piecewise smooth bounded domain whose boundary $\partial \Omega$ has a finite number of smooth edges, one can fix an edge $\Gamma$ on the boundary and consider the function $\alpha : \Gamma \to \mathbb{R}$ which associates to every $Q \in \Gamma$ the opening angle at $Q$, $\alpha (Q)$. As in the smooth case, we can expect that the function $\alpha$ plays the same role as the mean curvature $H$ for a smooth domain. In fact, plugging into $I_{e,N}$ a function of the form (1.2.1) with $Q \in \Gamma$ one obtains the analogous expression to (1.2.5) for this kind of domains, with $C_0 \alpha (Q)$ instead of $C_0$; see Lemma 3.2.3. Roughly speaking, we can say that the energy of solutions is of order $e^2$, which is proportional to the volume of their support, heuristically identified with a ball of radius $e$ centered at the peak $Q \in \Gamma$; then, when we intersect this ball with the domain we obtain the dependence on the angle $\alpha (Q)$.

The first result of this thesis is the following

**Theorem** (Theorem 3.0.2). Let $\Omega \subset \mathbb{R}^3$ be a piecewise smooth bounded domain whose boundary $\partial \Omega$ has a finite number of smooth edges, and $1 < p < 5$. Fix an edge $\Gamma$, and suppose $Q \in \Gamma$ is a local strict maximum or minimum of the function $\alpha$, with $\alpha (Q) \neq \pi$. Then for $e > 0$ sufficiently small problem (1.2.3) admits a solution concentrating at $Q$.

**Remark 1.3.1.** The condition that $Q$ is a local strict maximum or minimum of $\alpha$ can be replaced by the fact that there exists an open set $V$ of $\Gamma$ containing $Q$ such that $\alpha (Q) > \sup_{\partial V} \alpha$ or $\alpha (Q) < \inf_{\partial V} \alpha$.

**Remark 1.3.2.** The condition $\alpha (Q) \neq \pi$ is natural since it is needed to ensure that $\partial \Omega$ is not flat at $Q$.

**Remark 1.3.3.** We expect a similar result to hold in higher dimension, with substantially the same proof. For simplicity we only treat the 3-dimensional case.

The general strategy for proving Theorem 3.0.2 relies on a finite-dimensional reduction; see for example the book [4].

By the change of variables $x \mapsto e x$, problem (1.2.3) can be transformed into

$$
\begin{align*}
\begin{cases}
-\Delta u + u = u^p & \text{in } \Omega_{e}, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial \Omega_{e},
\end{cases}
\end{align*}
$$

(1.3.1)

where $\Omega_{e} := \frac{1}{e} \Omega$. Solutions of (1.3.1) can be found as critical points of the Euler-Lagrange functional

$$
I_{e,N} (u) = \frac{1}{2} \int_{\Omega_{e}} (|\nabla u|^2 + u^2) \, dx - \frac{1}{p+1} \int_{\Omega_{e}} |u|^{p+1} \, dx, \quad u \in H^1 (\Omega_{e}).
$$

(1.3.2)

Now, first of all, one finds a manifold $Z_{e}$ of approximate solutions to the given problem, which are of the form $u_{Q,e} (x) = \varphi_{\mu} (e x) \cup (x - Q)$, where $\varphi_{\mu}$ is a suitable cut-off function defined in a neighborhood of $Q \in \Gamma$; see the beginning of Section 3.2, Lemma 3.2.1.

To apply the method described in Section 2.1 one needs the condition that the critical manifold $Z_{e}$ is non-degenerate, in the sense that it satisfies property ii) in Section 2.1. The result of non-degeneracy in $\Omega_{e}$, obtained in Lemma 3.2.2, follows from the non-degeneracy of a manifold $Z$ of critical points of the unperturbed problem in $K = \bar{K} \times \mathbb{R} \subset \mathbb{R}^3$, where $\bar{K} \subset \mathbb{R}^2$ is a cone of opening angle $\alpha (Q)$. In fact, one sees that $\Omega_{e}$ tends to $K$ as $e \to 0$. To show the non-degeneracy of the unperturbed manifold $Z$ we follow the line of Lemma 4.1 in the book.
[4] or Lemma 3.1 in [52]. We prove that \( \lambda = 0 \) is a simple eigenvalue of the linearization of the unperturbed problem at \( U \in \mathbb{Z} \); see Lemma 3.1.1. Moreover, if \( \alpha(Q) < \pi \), it has only one negative simple eigenvalue; whereas, if \( \alpha(Q) > \pi \), it has two negative simple eigenvalues; see Corollary 3.1.4. We note that in the case \( \alpha(Q) = \pi \), that is when \( \partial \Omega \) is flat at \( Q \), \( \lambda = 0 \) is an eigenvalue of multiplicity 2. The proof relies on Fourier analysis, but in this case one needs spherical functions defined on a portion of the sphere instead of the whole \( S^2 \).

Then one solves the equation up to a vector parallel to the tangent plane of the manifold \( Z_\epsilon \), and generates a new manifold \( \tilde{Z}_\epsilon \) close to \( Z_\epsilon \) which represents a natural constraint for the Euler functional (1.3.2); see the proof of Proposition 3.2.5. By natural constraint we mean a set for which constrained critical points of \( I_{\epsilon, N} \) are true critical points.

We can finally apply the above mentioned perturbation method to reduce the problem to a finite dimensional one, and study the functional constrained on \( \tilde{Z}_\epsilon \). Lemma 3.2.3 provides an expansion of the energy of the approximate solution peaked at \( Q \) and allows us to see that the dominant term in the expression of the reduced functional at \( Q \) is \( \alpha(Q) \). This implies Theorem 3.0.2.

1.4 MIXED PROBLEMS IN NON-SMOOTH DOMAINS

The second goal of this thesis is studying the concentration of solutions for the singular perturbation problem with mixed Dirichlet and Neumann boundary conditions:

\[
\begin{aligned}
-\varepsilon^2 \Delta u + u = u^p & \quad \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \quad \text{on } \partial_N \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \quad \text{on } \partial_D \Omega, \\
u > 0 & \quad \text{in } \Omega.
\end{aligned}
\tag{1.4.1}
\]

Here \( \Omega \subset \mathbb{R}^n \) is a bounded domain whose boundary has an \((n-2)\)-dimensional smooth singularity \( \Gamma \), \( p \in (1, \frac{n+2}{n-2}) \) is subcritical, \( \nu \) denotes the outer unit normal at \( \partial \Omega \) and \( \varepsilon > 0 \) is a small parameter. Moreover \( \partial_N \Omega, \partial_D \Omega \) are two subsets of the boundary of \( \Omega \) such that the union of their closures coincides with the whole \( \partial \Omega \), and their intersection is the singularity. This problem has been studied in [24].

We denote by \( H \) the mean curvature of \( \partial \Omega \) restricted to the closure of \( \partial_N \Omega \), that is \( H : \partial_N \Omega \to \mathbb{R} \). The result we prove is the following:

**Theorem** (Theorem 4.0.6). Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded domain whose boundary \( \partial \Omega \) has an \((n-2)\)-dimensional smooth singularity, and \( 1 < p < \frac{n+2}{n-2} \) \((1 < p < +\infty \) if \( n = 2 \)). Suppose that \( \partial_N \Omega, \partial_D \Omega \) are disjoint open sets of \( \partial \Omega \) such that the union of their closures is the whole boundary of \( \Omega \) and such that their intersection \( \Gamma \) is the singularity. Suppose \( Q \in \Gamma \) is such that \( \alpha(Q) \neq 0 \) and \( H|\Gamma \) is critical and non degenerate at \( Q \), and that \( \nabla H(Q) \neq 0 \) points toward \( \partial_D \Omega \). Then for \( \varepsilon > 0 \) sufficiently small problem (1.4.1) admits a solution concentrating at \( Q \).

**Remark 1.4.1.** (a) The non degeneracy condition in Theorem 4.0.6 can be replaced by the condition that \( Q \) is a strict local maximum or minimum of \( H|\Gamma \), or by the fact that there exists an open set \( V \) of \( \Gamma \) containing \( Q \) such that \( H(Q) > \sup_{\partial V} H \) or \( H(Q) < \inf_{\partial V} H \).

(b) With more precision, as \( \varepsilon \to 0 \), the above solution possesses a unique global maximum point \( Q_\varepsilon \in \partial_N \Omega \), and \( \text{dist} \{ Q_\varepsilon, \Gamma \} \) is of order \( \varepsilon \log \frac{1}{\varepsilon} \).

The general strategy for proving Theorem 4.0.6 relies on a finite-dimensional reduction as described below Remark 1.3.3. The main difference here is that one needs to adjust the solution in such a way that it vanishes on the Dirichlet part, so we explain how the strategy described before has to be adapted to this case. First, as before, one finds a manifold \( Z \) of
approximate solutions to the given problem, which in our case are of the form (1.2.1), and solve the equation up to a vector parallel to the tangent plane of this manifold. To do this one can use the spectral properties of the linearization of (1.2.2), see Lemma 4.3.3. Then, see Theorem 2.1.6, one generates a new manifold $\tilde{Z}$ close to $Z$ which represents a natural constraint for the Euler functional of (1.4.1), which is

$$\tilde{I}_\epsilon (u) = \frac{1}{2} \int_\Omega \left( e^{2} |\nabla u|^2 + u^2 \right) \, dx - \frac{1}{p + 1} \int_\Omega |u|^{p + 1} \, dx, \quad u \in H^1_D (\Omega),$$

where $H^1_D (\Omega)$ is the space of functions $H^1 (\Omega)$ which have zero trace on $\partial D \Omega$.

Now, we want to have a good control of the functional $\tilde{I}_\epsilon |_Z$. Improving the accuracy of the functions in the original manifold $Z$, we make $\tilde{Z}$ closer to $Z$; in this way the main term in the constrained functional will be given by $\tilde{I}_\epsilon |_Z$, see Propositions 4.2.12, 4.2.14, 4.2.15. To find sufficiently good approximate solutions we start with those constructed in literature for the Neumann problem (1.2.3) (see Subsection 4.1.1) which reveal the role of the mean curvature. The problem is that these functions are non zero on $\partial D \Omega$, and even if one use cut-off functions to annihilate them the corresponding error turns out to be too large. Following the line of [31] and [62], we will use the projection operator in $H^1 (\Omega)$, which associates to every function in this space its closest element in $H^1_D (\Omega)$. To study the asymptotic behavior of this projection we will use the limit behavior of the solution $U$ to (1.2.2):

$$\lim_{r \to + \infty} e^{r \frac{n-2}{2}} U (r) = c_{n,p},$$

where $r = |x|$ and $c_{n,p}$ is a positive constant depending only on the dimension $n$ and $p$, together with

$$\lim_{r \to + \infty} \frac{U' (r)}{U (r)} = - \lim_{r \to + \infty} \frac{U'' (r)}{U (r)} = -1,$$

as it was done in some previous works, see for instance [46] and [82]. Moreover, we will work at a scale $d \simeq \epsilon \log \epsilon$, which is the order of the distance of the peak from $\Gamma$, see Remark 1.4.1 (b). At this scale both $\partial N \Omega$ and $\partial D \Omega$ look flat; so we can identify them with the hypersurfaces of equations $x_n = 0$ and $x_1 \tan \alpha + x_n = 0$, and their intersection with the set $\{ x_1 = x_n = 0 \}$, which mimics the Neumann boundary condition on $\partial N \Omega$. After analyzing carefully the projection in Subsections 4.2.1, 4.2.2, we will be able to define a family of suitable approximate solutions to (1.4.1) which have sufficient accuracy for our analysis, estimated in Propositions 4.2.12, 4.2.14, 4.2.15.

We can finally apply the above mentioned perturbation method to reduce the problem to a finite-dimensional one, and study the functional constrained on $\tilde{Z}$. We obtain an expansion of the energy of the approximate solutions, which turns out to be

$$\tilde{I}_\epsilon (u_{\epsilon,Q}) = \tilde{C}_0 \epsilon^n - \tilde{C}_1 \epsilon^{n+1} H (Q) + \epsilon^n e^{-2} \frac{d\alpha}{\sqrt{1 + \tan^2 \alpha (Q) + 1}} + o \left( \epsilon^{n+1} \right)$$

$$+ \epsilon^n e^{-2} \frac{d\alpha}{\sqrt{1 + \tan^2 \alpha (Q) + 1}} + o \left( \epsilon^{n+1} \right),$$

in the case $0 < \alpha < \frac{\pi}{2}$, and

$$\tilde{I}_\epsilon (u_{\epsilon,Q}) = \tilde{C}_0 \epsilon^n - \tilde{C}_1 \epsilon^{n+1} H (Q) + \epsilon^n e^{-2} \frac{d\alpha}{\sqrt{1 + \tan^2 \alpha (Q) + 1}} + o \left( \epsilon^{n+1} \right) + o \left( \epsilon^{n+2} \right), \quad (1.4.4)$$

$$9$$
in the case $\frac{\pi}{2} \leq \alpha < 2\pi$. As for (1.2.6), we have that the first two terms come from the Neumann condition, while the others are related to the repulsive effect due to the Dirichlet condition. Let us notice that, in the first case, in the terms related to the Dirichlet condition appears the opening angle $\alpha$, whereas in the second case it does not; this phenomenon comes from the fact that the distance of the point $Q$ from the Dirichlet part $\partial_D \Omega$ depends on $\alpha$ only if $0 < \alpha < \frac{\pi}{2}$.

We remark that the expansion given in (1.4.4) is coherent with the case of smooth domains in which $\alpha = \pi$ (compare (1.4.4) with (1.2.6)).

Concerning the regularity of the solution, following the ideas in [34], it is possible to say that it is influenced by the presence of the angle. In fact, the solution is at least $C^2$ in the interior of the domain, far from the angle; whereas, near the angle, one can split the solution into a regular part and a singular one, whose regularity depends on the value of $\alpha$. For more details about the regularity of solutions in non-smooth domains we refer the reader to the book [34].

The fact that the solution $u$ is $C^2$ in the interior of the domain allows to say also that it is strictly positive, by using the strong Maximum Principle. In fact, we have that $u \geq 0$ in the domain. Moreover, if there exists a point $x_0$ in the interior of the domain such that $u(x_0) = 0$, we can consider a ball centered at $x_0$ of small radius such that it is contained in the domain; since in the ball $u$ is $C^2$ we can conclude that $u$ cannot be zero in $x_0$.

### 1.5 Existence Problems Involving the Fractional Laplacian

We would like to investigate the concentration phenomena of elliptic equations driven by the fractional Laplacian. For instance, a natural question is whether the technique developed in this thesis for equations involving classical Laplacian may be adapted to the construction of solutions concentrating either in the interior or along the boundary of the domain for an equation of the type

$$\epsilon^{2s}(-\Delta)^s u + u = u^p, \quad \text{for } s \in (0, 1).$$

To do this, a first step is constructing solutions in the whole of the space which might be used as the leading order of a perturbation argument; see [26].

For this scope, let us first briefly review what happens in the classical setting $s = 1$. In this case, one considers the problem

$$\begin{cases}
-\Delta u + \eta u = \lambda |u|^{p-1} u & \text{in } \mathbb{R}^n, \\
u \in H^1(\mathbb{R}^n), \ u \neq 0,
\end{cases} \quad (1.5.1)$$

where $\lambda$ and $\eta$ are fixed positive constants and $p > 1$. Notice that, up to scaling the space variables and up to a multiplicative normalization on the solution, one may reduce himself to the case $\lambda = \eta = 1$, and so the case of positive solutions reduces to studying the equation $-\Delta u + u = u^p$.

The equation in (1.5.1) has been widely studied in the last decades, since it is the basic version of some fundamental models arising in various applications (e.g., stationary states in nonlinear equations of Schrödinger type). One of the first contributions to the analysis of problem (1.5.1) was given by Pohozaev in [67], where he proved that there exists a solution $u$ of (1.5.1) if and only if $1 < p < 2^*-1$, being $2^* = 2n/(n-2)$ the so-called critical Sobolev exponent. In [67] also a by-now classical “identity” appears, in order to prove that there are no solutions to (1.5.1) when $p$ is greater or equal to $2^*-1$. 
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Another important contribution to the analysis of problem (1.5.1) has been given in [9] (see also [10]), in which the authors consider an extension of the equation in (1.5.1) by replacing the nonlinearity \(-\eta u + \lambda|u|^{p-1}u\) by a wider class of odd continuous functions \(g = g(u)\) satisfying \(g(0) = 0\) and some superlinearity and growth assumptions. Among other results, in [9] it has been shown the existence of a solution \(u\) to (1.5.1), with some properties of symmetry and a precise decay at infinity. It is worth pointing out that the method to prove the existence of solutions to (1.5.1) relies on a variational approach (the constrained minimization method, see [9, Section 3]), by working directly with the energy functional related to (1.5.1).

A natural question could be whether or not this method can be adapted to deal with a nonlocal version of the problem above. In this respect, we would like to extend the existence and symmetry results in [9] for the nonlocal analogue of problem (1.5.1) by replacing the standard Laplacian operator by the fractional Laplacian operator \((-\Delta)^s\), where, as usual, for any \(s \in (0,1)\), \((-\Delta)^s\) denotes the \(s\)-power of the Laplacian operator and, omitting a multiplicative constant \(C = C(n,s)\), we have

\[
(-\Delta)^s u(x) = P.V. \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x-y|^{n+2s}} dy = \lim_{\epsilon \to 0} \int_{|x-y|<\epsilon} \frac{u(x) - u(y)}{|x-y|^{n+2s}} dy.
\]  

(1.5.2)

Here \(B_\epsilon(x)\) denotes the \(n\)-dimensional ball of radius \(\epsilon\), centered at \(x \in \mathbb{R}^n\), \(\complement\) denotes the complementary set, and “P.V.” is a commonly used abbreviation for “in the principal value sense”.

Recently, a great attention has been focused on the study of problems involving the fractional Laplacian, from a pure mathematical point of view as well as from concrete applications, since this operator naturally arises in many different contexts, such as, among the others, obstacle problems, financial market, phase transitions, anomalous diffusions, crystal dislocations, soft thin films, semipermeable membranes, flame propagations, conservation laws, ultra-relativistic limits of quantum mechanics, quasi-geostrophic flows, minimal surfaces, materials science, water waves, etc... The literature is really too wide to attempt any reasonable comprehensive treatment here\(^1\). We would just cite some very recent papers which analyze fractional elliptic equations involving the critical Sobolev exponent, \([73, 76, 30, 12, 7, 66, 72]\).

Let us come back to the present thesis. In the last part of it, we will deal with the following problem

\[
\left\{ \begin{array}{ll}
(-\Delta)^s u + u = |u|^{p-1}u & \text{in } \mathbb{R}^n, \\
u \in H^s(\mathbb{R}^n), & u \neq 0,
\end{array} \right.
\]  

(1.5.3)

where \(H^s(\mathbb{R}^n)\) denotes the fractional Sobolev space; we immediately refer to Section 5.1.2 for the definitions of the space \(H^s(\mathbb{R}^n)\) and of variational solutions to (1.5.3).

Precisely, we are interested in existence and symmetry properties of the variational solutions \(u\) to (1.5.3), as stated in the following

**Theorem** (Theorem 5.0.7). *Let \(s \in (0,1)\) and \(p \in (1,(n+2s)/(n-2s)), with \(n > 2s\). There exists a solution \(u \in H^s(\mathbb{R}^n)\) to problem (1.5.3) which is positive and spherically symmetric.*

Note that the upper bound on the exponent \(p\) is exactly \(2^*_s + 1\), where \(2^*_s = 2n/(n-2s)\) is the critical Sobolev exponent of the embedding \(H^s \hookrightarrow L^p\). This fractional Sobolev exponent also plays a role for the nonlinear analysis methods for equations in bounded domains; see [72]. As in the classical case, the threshold given by this exponent is essentially optimal,

---

\(^1\)For an elementary introduction to this topic and a wide, but still not fully comprehensive, list of related references, we refer to [22].
since non-existence results may be obtained from a fractional Pohozaev identity (see, e.g., Lemma 5.1 in [30]).

The proof of Theorem 5.0.7 extends part of that of Theorem 2 in [9]; in particular, we will apply the variational approach by the constrained method mentioned above, for the energy functional related to (1.5.3), that is

$$E(u) := \frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x-y|^{n+2s}} \, dx \, dy + \int_{\mathbb{R}^n} \left( \frac{1}{2} |u(x)|^2 - \frac{1}{p+1} |u(x)|^{p+1} \right) \, dx.$$  

It is worth mentioning that the results in Theorem 5.0.7 for $n = 1$ have been obtained in [83], where modulation stability of ground states solitary wave solutions of nonlinear Schrödinger equations has been studied, via an unconstrained variational approach within the “concentration-compactness” framework of P.L. Lions ([48, 49]). Also, in the more recent papers [50] and [51], an alternative approach has been presented, which permits to handle a very general context, also including the equations we are dealing with (see, in addition, [53], where the decay of solutions is analyzed in the case $s = 1/2$).

Here, we will present a very simple proof, whose general strategy will follow the original argument in [9]. The method used here (and in [9]) relies on the selection of a specific minimizing sequence composed of radial functions: though this idea is now classical, we thought it was interesting to point out that this argument also works in the case of the fractional Laplacian. Clearly, we need to operate various technical modifications due to the non-locality of the fractional Laplacian operator (and of the correspondent norm $H^s(\mathbb{R}^n)$). Moreover, we will need some energy estimates and preliminary results, also including the analogue of the classical Polya-Szegö inequality, as given in forthcoming Section 5.1.3.

As for the decay of the solution, a precise bound may be obtained via the construction of exact barriers (see Lemma 3.1 in [71] and, also, Lemma 8 in [64]). Remarkably, the decay of the solutions in the fractional case is only polynomial, and not exponential as it happens in the classical case and this feature is, of course, the source of major complications. As a matter of fact, a slow decay of the solutions in the entire space may reflect an additional difficulty in localizing possible interior concentration points.

Also, it could be taken into account to extend all the results above in order to investigate a problem of type (1.5.3) by substituting the nonlinearity with an odd continuous function satisfying standard growth assumptions, in the same spirit of [9].

The thesis is organized as follows. In the first part we deal with some concentration phenomena for the singularly perturbed equation (1.1.1) in non-smooth domains. In Chapter 2 we introduce the abstract perturbation method that we use in the subsequent chapters and we make some some geometric preliminaries. In Chapters 3 and 4 we construct the solutions to the problem (1.1.1) with both Dirichlet and mixed Dirichlet and Neumann boundary conditions. In the second part we study the problem (1.5.3). Finally, in the third part, we describe some future projects.

**Notation**

Generic fixed constant will be denoted by $C$, and will be allowed to vary within a single line or formula. The symbols $O(t)$ (respectively $o(t)$) will denote quantities for which $\frac{O(t)}{|t|}$ stays bounded (respectively $\frac{o(t)}{|t|}$ tends to zero) as the argument $t$ goes to zero or to infinity.

\footnote{After completing this project, we have heard of an interesting work, where related results have been presented by using different techniques (see [28]).}
The symbols $o_{\epsilon}(1)$, $o_{R}(1)$ $o_{\epsilon,R}(1)$ will denote respectively a function depending on $\epsilon$ that tends to 0 as $\epsilon \to 0$, a function depending on $R$ that tends to 0 as $R \to +\infty$ and a function depending on both $\epsilon$ and $R$ that tends to 0 as $\epsilon \to 0$ and $R \to +\infty$. We will often use the notation $d(1 + o(1))$, where $o(1)$ stands for a quantity which tends to zero as $d \to +\infty$. We will work in the space $H^1(\Omega_{\epsilon})$, endowed with the norm $\|u\|^2 = \int_{\Omega_{\epsilon}} (|\nabla u|^2 + u^2) \, dx$, which we denote simply by $\|u\|$, without any subscript.
Part II

CONCENTRATION OF SOLUTIONS FOR A SINGULARLY PERTURBED ELLIPTIC PDE PROBLEM IN NON-SMOOTH DOMAINS
In this chapter we introduce the abstract perturbation method which takes advantage of the variational structure of the problems we consider, and allows us to reduce them to finite dimensional ones. We refer the reader mainly to [4], [52] and the bibliography therein.

In the second part we make some computations concerning the parametrization of the boundary $\partial \Omega$ and $\partial \Omega_e$, and in particular of the edge.

## 2.1 Perturbation in Critical Point Theory

In this section we recall some results about the existence of critical points for a class of functionals which are perturbative in nature. We refer the reader mainly to [4], [52] and the bibliography therein for the abstract method. Given an Hilbert space $H$, which might depend on the perturbation parameter $\epsilon$, let $I_{\epsilon}: H \to \mathbb{R}$ be a functional of class $C^2$ which satisfies the following properties

i) there exists a smooth finite-dimensional manifold, compact or not, $Z_{\epsilon} \subseteq H$ such that $\|I_{\epsilon}''(z)\| \leq C\epsilon$ for every $z \in Z_\epsilon$ and for some fixed constant $C$, independent of $z$ and $\epsilon$; moreover $\|I_{\epsilon}''(z)(q)\| \leq C\epsilon \|q\|$ for every $z \in Z_\epsilon$ and every $q \in T_zZ_\epsilon$;

ii) letting $P_z : H \to (T_zZ_\epsilon)^\perp$, for every $z \in Z_\epsilon$, be the projection onto the orthogonal complement of $T_zZ_\epsilon$, there exists $C > 0$, independent of $z$ and $\epsilon$, such that $P_zI_{\epsilon}''(z)$, restricted to $(T_zZ_\epsilon)^\perp$, is invertible from $(T_zZ_\epsilon)^\perp$ into itself, and the inverse operator satisfies $\|(P_zI_{\epsilon}''(z))^{-1}\| \leq C$.

We assume that $Z_\epsilon$ has a local $C^2$ parametric representation $z = z_{\xi}$, $\xi \in \mathbb{R}^d$. If we set $W = (T_zZ_\epsilon)^\perp$, we look for critical points of $I_{\epsilon}$ in the form $u = z + w$ with $z \in Z_\epsilon$ and $w \in W$. If $P_z : H \to W$ is as in ii), the equation $I_{\epsilon}'(z + w) = 0$ is equivalent to the following system

$$
\begin{aligned}
& P_zI_{\epsilon}'(z + w) = 0 \quad \text{(the auxiliary equation),} \\
& (\text{Id} - P_z)I_{\epsilon}'(z + w) = 0 \quad \text{(the bifurcation equation).}
\end{aligned}
$$

First we solve the auxiliary equation by means of the Implicit Function Theorem. In fact, the following result holds:

**Proposition 2.1.1.** (See Proposition 2.2 in [52]) Let i), ii) hold. Then there exists $\epsilon_0 > 0$ with the following property: for all $|\epsilon| < \epsilon_0$ and for all $z \in Z_\epsilon$, the auxiliary equation in (2.1.1) has a unique solution $w = w_\epsilon(z)$ such that:

j) $w_\epsilon(z) \in W$ is of class $C^1$ with respect to $z \in Z_\epsilon$ and $w_\epsilon(z) \to 0$ as $|\epsilon| \to 0$, uniformly with respect to $z \in Z_\epsilon$, together with its derivative with respect to $z$, $w_\epsilon'(z)$;

jj) more precisely one has that $\|w_\epsilon(z)\| = O(\epsilon)$ as $\epsilon \to 0$, for all $z \in Z_\epsilon$.

We shall now solve the bifurcation equation in (2.1.1). In order to do this, let us define the reduced functional $I_{\epsilon} : Z_\epsilon \to \mathbb{R}$ by setting $I_{\epsilon}(z) = I_{\epsilon}(z + w_\epsilon(z))$. 

---

SOME PRELIMINARIES

We shall now solve the bifurcation equation in (2.1.1). In order to do this, let us define the reduced functional $I_{\epsilon} : Z_\epsilon \to \mathbb{R}$ by setting $I_{\epsilon}(z) = I_{\epsilon}(z + w_\epsilon(z))$. 

---

---
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Theorem 2.1.2. (See Theorem 2.3 in [52]) Suppose we are in the situation of Proposition 2.1.1, and let us assume that $I_\epsilon$ has, for $|\epsilon|$ sufficiently small, a critical point $z_\epsilon$. Then $u_\epsilon = z_\epsilon + w_\epsilon(z_\epsilon)$ is a critical point of $I_\epsilon$.

From a geometric point of view the argument can be outlined as follows. Consider the manifold $Z_\epsilon = \{z + w_\epsilon(z) : z \in Z_\epsilon\}$. If $z_\epsilon$ is a critical point of $I_\epsilon$, it follows that $u_\epsilon = z_\epsilon + w(z_\epsilon) \in Z_\epsilon$ is a critical point of $I_\epsilon$ constrained on $Z_\epsilon$ and thus $u_\epsilon$ satisfies $I'_\epsilon(u_\epsilon) \perp T_{u_\epsilon}Z_\epsilon$.

Moreover, the definition of $w_\epsilon$, see Proposition 2.1.1, implies that $I'_\epsilon(z + w_\epsilon(z)) \in T_zZ_\epsilon$. In particular, $I'_\epsilon(u_\epsilon) \in T_{u_\epsilon}Z_\epsilon$. Since, for $|\epsilon|$ small, $T_{u_\epsilon}Z_\epsilon$ and $T_zZ_\epsilon$ are close, see (j) in Proposition 2.1.1, which is a consequence of the smallness of $w_\epsilon'$, it follows that $I'_\epsilon(u_\epsilon) = 0$. A manifold with these properties is called a natural constraint for $I_\epsilon$.

The next result is a useful criterion for applying Theorem 2.1.2, based on expanding $I_\epsilon$ on $Z_\epsilon$ in powers of $\epsilon$.

Theorem 2.1.3. (See Theorem 2.4 in [52]) Suppose the assumptions of Proposition 2.1.1 hold, and that for $|\epsilon|$ small there is a local parametrization $\xi \in \frac{1}{\epsilon}U \subseteq \mathbb{R}^d$ of $Z_\epsilon$ such that, as $\epsilon \to 0$, $I_\epsilon$ admits the expansion $I_\epsilon(z_\xi) = C_0 + \epsilon G(\epsilon \xi) + o(\epsilon)$, for $\xi \in \frac{1}{\epsilon}U$, for some function $G : U \to \mathbb{R}$. Then we still have the expansion $I_\epsilon(z_\xi) = C_0 + \epsilon G(\epsilon \xi) + o(\epsilon)$, as $\epsilon \to 0$. Moreover, if $\xi \in U$ is a strict local maximum or minimum of $G$, then for $|\epsilon|$ small the functional $I_\epsilon$ has a critical point $u_\epsilon$. Furthermore, if $\xi$ is isolated, we can take $u_\epsilon - z_{\xi/\epsilon} = o(1/\epsilon)$ as $\epsilon \to 0$.

Remark 2.1.4. The last statement asserts that, once we scale back in $\epsilon$, the solution concentrates near $\xi$.

To study the concentration phenomena for the solutions to (1.4.1) we will use some small modifications of the arguments in [4] and [52], which can be found in Subsection 2.1 of [31].

Given an Hilbert space $H$, which might depend on the perturbation parameter $\epsilon$, we consider manifolds embedded smoothly in $H$, for which

i) there exists a smooth finite-dimensional manifold $Z_\epsilon \subseteq H$ and $C, r > 0$ such that for any $z \in Z_\epsilon$, the set $Z_\epsilon \cap B_r(z)$ can be parametrized by a map on $B_{C}^r$ whose $C^\infty$ norm is bounded by $C$.

Moreover we are interested in functionals $I_\epsilon : H \to \mathbb{R}$ of class $C^2$ which satisfy the following properties:

ii) there exists a continuous function $f : (0, \epsilon_0) \to \mathbb{R}$ with $\lim_{\epsilon \to 0} f(\epsilon) = 0$ such that $\|I'_\epsilon(z)\| \leq f(\epsilon)$ for every $z \in Z_\epsilon$; moreover $\|I''_\epsilon(z)\| \leq f(\epsilon)\|q\|$ for every $z \in Z_\epsilon$ and every $q \in T_zZ_\epsilon$;

iii) there exist $C, \gamma \in (0, 1], r_0 > 0$ such that $\|I''_\epsilon\|_{C^\gamma} \leq C$ in the subset $\{u : \text{dist}(u, Z_\epsilon) < r_0\}$;

iv) letting $P_z : H \to (T_zZ_\epsilon)^\perp$ be the projection onto the orthogonal complement of $T_zZ_\epsilon$, for every $z \in Z_\epsilon$, $P_z I'_\epsilon(z)$, restricted to $(T_zZ_\epsilon)^\perp$, is invertible from $(T_zZ_\epsilon)^\perp$ into itself, and the inverse operator satisfies $\|P_z I''_\epsilon(z)\|_{(T_zZ_\epsilon)^\perp} \leq C$.

As before, we set $W = (T_zZ_\epsilon)^\perp$, and we look for critical points of $I_\epsilon$ in the form $u = z + w$ with $z \in Z_\epsilon$ and $w \in W$. If $P_z : H \to W$ is as in iv), the equation $I'_\epsilon(z + w) = 0$ is equivalent to the system in (2.1.1).

Now, we solve the auxiliary equation by means of the Implicit Function Theorem.
Proposition 2.1.5. (See Proposition 2.1 in [31]) Let i’ \dashv iv’ hold true. Then there exists \( \epsilon_0 > 0 \) with the following property: for all \( |c| < \epsilon_0 \) and for all \( z \in \mathbb{Z}_c \), the auxiliary equation in (2.1.1) has a unique solution \( w = w_c(z) \in W^s \) which is of class \( C^1 \) with respect to \( z \in \mathbb{Z}_c \) and such that \( \|w_c(z)\| \leq C f(c) \) as \( |c| \to 0 \), uniformly with respect to \( z \in \mathbb{Z}_c \). Moreover the derivative of \( w \) with respect to \( z \), \( w^c \), satisfies the bound \( \|w^c(z)\| \leq C f(c) \). We shall now solve the bifurcation equation in (2.1.1).

Theorem 2.1.6. (See Proposition 2.3 in [31]) Suppose we are in the situation of Proposition 2.1.5, and let us assume that \( I_c \) has, for \( |c| \) sufficiently small, a stationary point \( z_c \). Then \( u_c = z_c + w(z_c) \) is a critical point of \( I_c \). Furthermore, there exist \( \epsilon, \hat{r} > 0 \) such that if \( u \) is a critical point of \( I_c \) with \( \text{dist}(u, Z_{c, \hat{r}}) < \hat{r} \), where \( Z_{c, \hat{r}} = \{ z \in Z_c : \text{dist}(z, \partial Z_c) > \epsilon \} \), then \( u \) has to be of the form \( z_c + w(z_c) \) for some \( z_c \in Z_c \).

2.2 Geometric Preliminaries

In this thesis we deal with non-smooth domains, so it is useful to introduce a new set of coordinates in order to stretch the non-smooth parts of the boundary. Moreover, for our purposes, we make the change of variables \( x \mapsto \epsilon x \), and we consider the scaled domain \( \Omega_{\epsilon} := \frac{1}{\epsilon} \Omega \).

More precisely, in chapter 3, we consider a piecewise smooth bounded domain \( \Omega \subset \mathbb{R}^n \) whose boundary \( \partial \Omega \) has a finite number of smooth edges. We fix an edge \( \Gamma \) of the boundary and we denote by \( \Gamma_{\epsilon} \) the scaled edge.

Let us describe \( \partial \Omega_{\epsilon} \) near a generic point \( Q \) on the edge \( \Gamma_{\epsilon} \) of \( \partial \Omega_{\epsilon} \). Without loss of generality, we can assume that \( Q = 0 \in \mathbb{R}^n \), that \( x_1 \)-axis is the tangent line at \( Q \) to \( \Gamma \) in \( \partial \Omega_{\epsilon} \), or \( \partial \Omega \). In a neighborhood of \( Q \), let \( \gamma : (-\mu_0, \mu_0) \to \mathbb{R}^2 \) be a local parametrization of \( \Gamma \), that is \( (x_2, x_3) = \gamma(x_1) = (\gamma_1(x_1), \ldots, \gamma_2(x_1)) \). Then one has, for \( |x_1| < \mu_0 \),

\[
(x_2, x_3) = \gamma(x_1) = \gamma(0) + \gamma'(0) x_1 + \frac{1}{2} \gamma''(0) x_1^2 + O(|x_1|^3) = \frac{1}{2} \gamma''(0) x_1^2 + O(|x_1|^3).
\]

On the other hand, \( \gamma \) is parametrized by \( (x_2, x_3) = \gamma_{\epsilon}(x_1) := \frac{1}{\epsilon} \gamma(\epsilon x_1) \), for which the following expansions hold

\[
\gamma_{\epsilon}(x_1) = \frac{\epsilon}{2} \gamma''(0) x_1^2 + O\left(\epsilon^2 |x_1|^3\right),
\]

\[
\frac{\partial \gamma_{\epsilon}}{\partial x_1} = \epsilon \gamma''(0) x_1 + O\left(\epsilon^2 |x_1|^2\right). \tag{2.2.1}
\]

Now we introduce a new set of coordinates on \( B_{\frac{\mu_0}{\epsilon}}(Q) \cap \Omega_{\epsilon} \):

\[
y_1 = x_1, \quad (y_2, y_3) = (x_2, x_3) - \gamma_{\epsilon}(x_1).
\]

The advantage of these coordinates is that the edge identifies with \( y_1 \)-axis, but the corresponding metric \( g = (g_{ij})_{ij} \) will not be flat anymore. If \( \gamma_{\epsilon}(x_1) = (\gamma_{\epsilon, 1}(x_1), \gamma_{\epsilon, 2}(x_1)) \), the coefficients of \( g \) are given by

\[
(g_{ij}) = \frac{\partial x}{\partial y_1} \cdot \frac{\partial x}{\partial y_1} = \begin{pmatrix}
1 + \frac{\partial \gamma_{\epsilon, 1}}{\partial y_1} \frac{\partial \gamma_{\epsilon, 1}}{\partial y_1} + \frac{\partial \gamma_{\epsilon, 2}}{\partial y_1} \frac{\partial \gamma_{\epsilon, 2}}{\partial y_1} & \frac{\partial \gamma_{\epsilon, 1}}{\partial y_1} & \frac{\partial \gamma_{\epsilon, 2}}{\partial y_1} \\
\frac{\partial \gamma_{\epsilon, 1}}{\partial y_1} & 1 & 0 \\
\frac{\partial \gamma_{\epsilon, 2}}{\partial y_1} & 0 & 1
\end{pmatrix}.
\]
From the estimates in (2.2.1) it follows that
\[ g_{ij} = \text{Id} + eA + O\left(e^2|x_1|^2\right), \] (2.2.2)
where
\[ A = \begin{pmatrix} 0 & \gamma''(0)|x_1| \\ \gamma''(0)^T x_1 & 0 \end{pmatrix}. \]

It is also easy to check that the inverse matrix \( g^{ij} \) is of the form \( g^{ij} = \text{Id} - eA + O\left(e^2|x_1|^2\right) \). Furthermore one has \( \det g = 1 \). Therefore, by (2.2.2), for any smooth function \( u \) there holds
\[ \Delta g u = \Delta u - e \left[ 2 \left( \gamma''(0)y_1 \cdot \nabla (y_2,y_3) \frac{\partial u}{\partial y_1} \right) + \left( \gamma''(0) \cdot \nabla (y_2,y_3) u \right) \right] + O\left(e^2|x_1|^2|\nabla u|\right), \] (2.2.3)

Now, let us consider a smooth domain \( \tilde{\Omega} \subset \mathbb{R}^3 \) and \( \tilde{\Omega}_e = \frac{1}{e} \tilde{\Omega} \). In the same way we can describe \( \partial \tilde{\Omega}_e \) near a generic point \( Q \in \partial \tilde{\Omega}_e \). Without loss of generality, we can assume that \( Q = 0 \in \mathbb{R}^3 \), that \( x_3 = 0 \) is the tangent plane of \( \partial \tilde{\Omega}_e \), or \( \partial \tilde{\Omega} \), at \( Q \), and that the outer normal \( \nu(Q) = (0,0,-1) \). In a neighborhood of \( Q \), let \( x_3 = \psi(x_1,x_2) \) be a local parametrization of \( \partial \tilde{\Omega} \). Then one has, for \( |\{x_1,x_2\}| < \mu_1 \),
\[ x_3 = \psi(x_1,x_2) = \frac{1}{2} \left( A_Q(x_1,x_2) \cdot (x_1,x_2) \right) + C_Q(x_1,x_2) + O\left(e^3|\{x_1,x_2\}|^4\right), \]
where \( A_Q \) is the Hessian of \( \psi \) at \( (0,0) \) and \( C_Q \) is a cubic polynomial, which is given precisely by
\[ C_Q(x_1,x_2) = \frac{1}{6} \sum_{i,j,k=1}^2 \frac{\partial^3 \psi}{\partial x_i \partial x_j \partial x_k}(0,0)x_ix_jx_k. \]

On the other hand, \( \partial \tilde{\Omega}_e \) is parametrized by \( x_3 = \psi_e(x_1,x_2) := \frac{1}{e^3} \psi(\epsilon x_1, \epsilon x_2) \), for which the following expansions hold
\[ \psi_e(x_1,x_2) = e \left( A_Q(x_1,x_2) \cdot (x_1,x_2) \right) + e^2 C_Q(x_1,x_2) + O\left(e^3|\{x_1,x_2\}|^4\right), \]
\[ \frac{\partial \psi_e}{\partial x_i}(x_1,x_2) = e \left( A_Q(x_1,x_2) \right)_i + e^2 D_Q(x_1,x_2) + O\left(e^3|\{x_1,x_2\}|^3\right), \] (2.2.4)
where \( D_Q \) are quadratic forms in \( \{x_1,x_2\} \) given by
\[ D_Q(x_1,x_2) = \frac{1}{2} \sum_{i,j,k=1}^2 \frac{\partial^3 \psi}{\partial x_i \partial x_j \partial x_k}(0,0)x_ix_jx_k. \]

Concerning the outer normal \( \nu \), we have also
\[ \nu = \left( \frac{\partial \psi_e}{\partial x_1} \frac{\partial \psi_e}{\partial x_2} \right) \frac{1}{\sqrt{1 + |\nabla \psi_e|^2}} = \left( e \left( A_Q(x_1,x_2) \right) + e^2 D_Q(x_1,x_2) \right) - 1 + e^2 |A_Q(x_1,x_2)|^2 \]
\[ + O\left(e^3|\{x_1,x_2\}|^3\right). \] (2.2.5)
Now we introduce a new set of coordinates on $B_{\frac{1}{\epsilon}} (Q) \cap \tilde{\Omega}_e$:

$$z_1 = x_1, \quad z_2 = x_2, \quad z_3 = x_3 - \psi_e \{x_1, x_2\}.$$  

The advantage of these coordinates is that $\partial \tilde{\Omega}_e$ identifies with $\{z_3 = 0\}$, but, as before, the corresponding metric $\tilde{g} = \tilde{g}_{ij}$ will not be flat anymore. Its coefficients are given by

$$\tilde{g}_{ij} = \left( \frac{\partial x}{\partial z_i}, \frac{\partial x}{\partial z_j} \right) = \begin{pmatrix} 1 + \frac{\partial \psi_e}{\partial z_1} \frac{\partial \psi_e}{\partial z_1} & \frac{\partial \psi_e}{\partial z_1} \frac{\partial \psi_e}{\partial z_2} & \frac{\partial \psi_e}{\partial z_1} \frac{\partial \psi_e}{\partial z_3} \\ \frac{\partial \psi_e}{\partial z_2} \frac{\partial \psi_e}{\partial z_1} & 1 + \frac{\partial \psi_e}{\partial z_2} \frac{\partial \psi_e}{\partial z_2} & \frac{\partial \psi_e}{\partial z_2} \frac{\partial \psi_e}{\partial z_3} \\ \frac{\partial \psi_e}{\partial z_3} \frac{\partial \psi_e}{\partial z_1} & \frac{\partial \psi_e}{\partial z_3} \frac{\partial \psi_e}{\partial z_2} & 1 \end{pmatrix}. $$

From the estimates in (2.2.4) it follows that

$$\tilde{g}_{ij} = 1 + \epsilon A + \epsilon^2 B + \mathcal{O} \left( \epsilon^3 |z_1, z_2|^3 \right),$$

where

$$A = \begin{pmatrix} 0 & A_Q \{z_1, z_2\} \\ (A_Q \{z_1, z_2\})^T & 0 \end{pmatrix}.$$

and

$$B = \begin{pmatrix} A_Q \{z_1, z_2\} \odot A_Q \{z_1, z_2\} & D_Q \{z_1, z_2\} \\ (D_Q \{z_1, z_2\})^T & 0 \end{pmatrix}. $$

It is also easy to check that the inverse matrix $(\tilde{g}^{ij})$ is of the form $\tilde{g}^{ij} = 1 - \epsilon A + \epsilon^2 C + \mathcal{O} \left( \epsilon^3 |z_1, z_2|^3 \right)$, where

$$C = \begin{pmatrix} 0 & -D_Q \{z_1, z_2\} \\ (D_Q \{z_1, z_2\})^T & |A_Q \{z_1, z_2\}|^2 \end{pmatrix}. $$

Furthermore one has $\det \tilde{g} = 1$. Therefore, by (2.2.6), for any smooth function $u$ there holds

$$\Delta \tilde{g} u = \Delta u - \epsilon \left[ 2 \left( A_Q \{z_1, z_2\} \cdot \nabla_{\{z_1, z_2\}} \frac{\partial u}{\partial z_3} \right) + \text{tr} A_Q \frac{\partial u}{\partial z_3} \right]$$

$$+ \epsilon^2 \left[ -2 \left( D_Q \cdot \nabla_{\{z_1, z_2\}} \frac{\partial u}{\partial z_3} \right) + |A_Q \{z_1, z_2\}|^2 \frac{\partial^2 u}{\partial z_3^2} \frac{\partial u}{\partial z_3} - \text{div} D_Q \frac{\partial u}{\partial z_3} \right]$$

$$+ \mathcal{O} \left( \epsilon^3 |z_1, z_2|^3 \right) |\nabla u|. $$

Moreover, from (2.2.5), we obtain the expression of the unit outer normal to $\partial \tilde{\Omega}_e$, $\nabla$, in the new coordinates $z$:

$$\nabla = \left( \epsilon \left( A_Q \{z_1, z_2\} \right) + \epsilon^2 D_Q \{z_1, z_2\}, -1 + \frac{3}{2} \epsilon^2 |A_Q \{z_1, z_2\}|^2 \right)$$

$$+ \mathcal{O} \left( \epsilon^3 |z_1, z_2|^3 \right). $$

Finally the area-element of $\partial \tilde{\Omega}_e$ can be estimated as

$$d\sigma = \left( 1 + \mathcal{O} \left( \epsilon^2 |z_1, z_2|^2 \right) \right) dz_1 dz_2.$$
Now, locally, in a suitable neighborhood of $Q \in \Gamma$, we can consider $\Omega$ as the intersection of two smooth domains $\tilde{\Omega}_1$ and $\tilde{\Omega}_2$ if the opening angle at $Q$ is less than $\pi$, or as the union of them if the opening angle is greater than $\pi$. In the first case one has $\partial \Omega = (\partial \tilde{\Omega}_1 \cap \tilde{\Omega}_2) \cup (\partial \tilde{\Omega}_2 \cap \tilde{\Omega}_1)$, whereas in the second case $\partial \Omega = (\partial \tilde{\Omega}_1 \cap \tilde{\Omega}_2^c) \cup (\partial \tilde{\Omega}_2 \cap \tilde{\Omega}_1^c)$. Then, locally, one can straighten $\Gamma$ and stretch the two parts of the boundary using the coordinates $z$ for the smooth domains $\tilde{\Omega}_1$ and $\tilde{\Omega}_2$.

In chapter 4 we consider a bounded domain $\Omega \subset \mathbb{R}^n$, $n \geq 2$, whose boundary $\partial \Omega$ has an $(n-2)$-dimensional smooth singularity. Moreover, we suppose that there are two disjoint open sets of the boundary $\partial \Omega$, which will be denoted by $\partial_N \Omega$ and $\partial_D \Omega$, such that the union of their closures is the whole boundary of $\Omega$ and such that their intersection, that we will call $\Gamma$, is the singularity.

As in the previous case, it can be shown that near a generic point $Q \in \Gamma$ the boundary of $\Omega$ can be described by a coordinate system $y = (y_1, \ldots, y_n)$ such that

(a) $\partial_N \Omega$ coincides with $\{y_n = 0\}$,

(b) $\partial_D \Omega$ coincides with $\{y_1 \tan \alpha + y_n = 0\}$, where $\alpha = \alpha(Q)$ is the opening angle of $\Gamma$ at $Q$,

(c) the corresponding metric coefficients are given by $g_{ij} = \delta_{ij} + O(\epsilon)$.

**Remark 2.2.1.** (i) We stress that, in the new coordinates $y$, the origin parametrizes the point $Q$, and those functions decaying as $|y| \to +\infty$ will concentrate near $Q$.

(ii) It is also useful to understand how the metric coefficients $g_{ij}$ vary with $Q$. Notice that condition (c) says that the deviation from the Kronecker symbols is of order $\epsilon$, and we are working in a domain scaled of $\frac{1}{\epsilon}$; hence a variation of order $1$ of $Q$ corresponds to a variation of order $\epsilon$ in the original domain. Therefore, a variation of order $1$ in $Q$ yields a difference of order $\epsilon^2$ in $g_{ij}$, and precisely

$$\frac{\partial g_{ij}}{\partial Q} = O\left(\epsilon^2 |y|^2\right),$$

with a similar estimate for the derivatives of the inverse coefficients $g^{ij}$. For more details see the end of Subsection 9.2 in [4].
CONCENTRATION OF SOLUTIONS FOR A SINGULARLY PERTURBED 
NEUMANN PROBLEM IN NON-SMOOTH DOMAINS

INTRODUCTION

In this chapter we study the following singular perturbation problem with Neumann boundary 
condition in a bounded domain \( \Omega \subset \mathbb{R}^3 \) whose boundary \( \partial \Omega \) is non smooth, in the sense 
that is has smooth edges:

\[
\begin{aligned}
-\epsilon^2 \Delta u + u &= u^p \quad \text{in} \ \Omega, \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on} \ \partial \Omega.
\end{aligned}
\]  

(3.0.1)

Here \( p \in (1, 5) \) is subcritical and \( \nu \) denotes the outer unit normal at \( \partial \Omega \).

If we denote by \( \Gamma \) an edge of \( \partial \Omega \), we can consider the function \( \alpha : \Gamma \rightarrow \mathbb{R} \) which associates 
to every \( Q \in \Gamma \) the opening angle at \( Q, \alpha(Q) \).

By the change of variables \( x \mapsto \epsilon x \), problem (3.0.1) can be transformed into

\[
\begin{aligned}
-\Delta u + u &= u^p \quad \text{in} \ \Omega_{\epsilon}, \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on} \ \partial \Omega_{\epsilon},
\end{aligned}
\]  

(3.0.2)

where \( \Omega_{\epsilon} := \frac{1}{\epsilon} \Omega \). Solutions of (3.0.2) can be found as critical points of the Euler-Lagrange 
functional

\[
I_{\epsilon,N}(u) = \frac{1}{2} \int_{\Omega_{\epsilon}} (|\nabla u|^2 + u^2) \, dx - \frac{1}{p+1} \int_{\Omega_{\epsilon}} |u|^{p+1} \, dx, \quad u \in H^1(\Omega_{\epsilon}).
\]  

(3.0.3)

As in the smooth case, we can expect that the function \( \alpha \) plays the same role as the mean 
curvature \( H \) for a smooth domain (see Section 1.2). In fact, plugging into \( I_{\epsilon,N} \) a function of 
the form (1.2.1) with \( Q \in \Gamma \) one obtains an expression similar to (1.2.5), with \( C_0 \alpha(Q) \) instead 
of \( C_0 \); see Lemma 3.2.3. Roughly speaking, we can say that the energy of solutions is of order \( \epsilon^3 \), which is proportional to the volume of their support, heuristically identified with a ball of 
radius \( \epsilon \) centered at the peak \( Q \in \Gamma \); then, when we intersect this ball with the domain we 
obtain the dependence on the angle \( \alpha(Q) \).

The main result of this chapter is the following

**Theorem 3.0.2.** Let \( \Omega \subset \mathbb{R}^3 \) be a piecewise smooth bounded domain whose boundary \( \partial \Omega \) has a finite 
number of smooth edges, and \( 1 < p < 5 \). Fix an edge \( \Gamma \), and suppose \( Q \in \Gamma \) is a local strict maximum 
or minimum of the function \( \alpha \), with \( \alpha(Q) \neq \pi \). Then for \( \epsilon > 0 \) sufficiently small problem (3.0.1) 
admits a solution concentrating at \( Q \).

**Remark 3.0.3.** The condition that \( Q \) is a local strict maximum or minimum of \( \alpha \) can be replaced 
by the fact that there exists an open set \( V \) of \( \Gamma \) containing \( Q \) such that \( \alpha(Q) > \sup_{\partial V} \alpha \) or 
\( \alpha(Q) < \inf_{\partial V} \alpha \).

**Remark 3.0.4.** The condition \( \alpha(Q) \neq \pi \) is natural since it is needed to ensure that \( \partial \Omega \) is not 
flat at \( Q \).

**Remark 3.0.5.** We expect a similar result to hold in higher dimension, with substantially the 
same proof. For simplicity we only treat the 3-dimensional case.
The general strategy for proving Theorem 3.0.2 relies on a finite-dimensional reduction; see Section 2.1.

Now, first of all, one finds a manifold $Z_e$ of approximate solutions to the given problem, which are of the form $U_{Q,e} (x) = \varphi_{\mu, e} (x) \| x - Q \|$, where $\varphi_{\mu}$ is a suitable cut-off function defined in a neighborhood of $Q \in F$; see the beginning of Section 4, Lemma 3.2.1.

To apply the method described in Section 2.1 one needs the condition that the critical manifold $Z_e$ is non-degenerate, in the sense that it satisfies property (ii) in Section 2.1. The result of non-degeneracy in $\Omega_e$, obtained in Lemma 3.2.2, follows from the non-degeneracy of a manifold $Z$ of critical points of the unperturbed problem in $K = \mathbb{R} \times \mathbb{R} \subset \mathbb{R}^3$, where $\mathbb{R} \subset \mathbb{R}^2$ is a cone of opening angle $\alpha (Q)$.

Then one solves the equation up to a vector parallel to the tangent plane of the manifold $Z_e$, and generates a new manifold $\tilde{Z}_e$ close to $Z_e$ which represents a natural constraint for the Euler functional (3.0.3); see the proof of Proposition 3.2.5. By natural constraint we mean a set for which constrained critical points of $I_e$ are true critical points.

The chapter is organized in the following way. In Section 3.1 we prove the non-degeneracy of the critical manifold for the unperturbed problem in the cone $K$. In Section 3.2 we construct the manifold of approximate solutions, showing that it is a non-degenerate pseudo-critical manifold, expand the functional on the natural constraint and deduce Theorem 3.0.2.

### 3.1 Study of the Non Degeneracy for the Unperturbed Problem in the Cone

Let us consider $K = \mathbb{R} \times \mathbb{R} \subset \mathbb{R}^3$, where $\mathbb{R} \subset \mathbb{R}^2$ is a cone of opening angle $\alpha$, and the problem

$$
\begin{cases}
- \Delta u + u = u^p & \text{in } K, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial K,
\end{cases}
$$

(3.1.1)

where $p > 1$.

If $p < 5$ and if $u \in H^1 (K)$, solutions of (3.1.1) can be found as critical points of the functional $I_K : H^1 (K) \to \mathbb{R}$ defined as

$$
I_K (u) = \frac{1}{2} \int_K \left( |\nabla u|^2 + u^2 \right) \, dx - \frac{1}{p + 1} \int_K |u|^{p+1} \, dx.
$$

(3.1.2)

Note that $I_K$ is well defined on $H^1 (K)$; in fact, since $K$ is Lipschitz, the Sobolev embeddings hold for $p \leq 5$; see for instance [1], [34].

Let us consider also the elliptic equation in $\mathbb{R}^3$

$$
- \Delta u + u = u^p, \quad u \in H^1 \left( \mathbb{R}^3 \right), \quad u > 0,
$$

(3.1.3)
which has a positive radial solution \( U \); see for instance [4, 9, 10, 52, 75]. It has been shown in [44] that such a solution is unique. Moreover \( U \) and its radial derivatives decay to zero exponentially: more precisely satisfy the properties

\[
\lim_{r \to +\infty} e^r r U(r) = c_{3,p}, \quad \lim_{r \to +\infty} \frac{U''(r)}{U(r)} = -1,
\]

where \( r = |x| \) and \( c_{3,p} \) is a positive constant depending only on the dimension \( n = 3 \) and \( p \); see [9].

Now, if \( p \) is subcritical, the function \( U \) is also a solution of problem (3.1.1). Moreover, if we consider a coordinate system with the \( x_1 \)-axis coinciding with the edge of \( \mathbb{K} \), the problem (3.1.1) is invariant under a translation along the \( x_1 \)-axis. This means that any

\[
U_{x_1}(x) = U(x - (x_1, 0, 0))
\]

is also a solution of (3.1.1). Then the functional \( I_k \) has a non-compact critical manifold given by

\[
Z = \{U_{x_1}(x) : x_1 \in \mathbb{R}\} \simeq \mathbb{R}.
\]

Now, to apply the results of Section 2.1, we have to characterize the spectrum and some eigenfunctions of \( I_k''(U_{x_1}) \). More precisely we have to show the following

**Lemma 3.1.1.** Suppose \( \alpha \in (0, 2\pi) \setminus \{\pi\} \). Then the following properties are true:

a) \( T_{U_{x_1}} Z = \text{Ker} \left[ I_k''(U_{x_1}) \right] \), for all \( x_1 \in \mathbb{R} \);

b) \( I_k''(U_{x_1}) \) is an index 0 Fredholm map \(^1\), for all \( x_1 \in \mathbb{R} \).

**Remark 3.1.2.** The properties a) and b) imply that \( Z \) satisfies condition ii) in Section 2.1 and then it is non-degenerate for \( I_k \).

**Proof.** We will prove the lemma by taking \( x_1 = 0 \), hence \( U_0 = U \). The case of a general \( x_1 \) will follow immediately.

Let us show a). It is known that there holds the inclusion \( T_U Z \subset \text{Ker} \left[ I_k''(U) \right] \); see for instance [4], Section 2.2. Then it is sufficient to prove that \( \text{Ker} \left[ I_k''(U) \right] \subset T_U Z \). Now, \( v \in H^1(\mathbb{K}) \) belongs to \( \text{Ker} \left[ I_k''(U) \right] \) if and only if

\[
\begin{cases}
-\Delta v + v = pU^{p-1}v & \text{in } \mathbb{K}, \\
\frac{\partial v}{\partial \nu} = 0 & \text{on } \partial \mathbb{K}.
\end{cases}
\]

We use the polar coordinates in \( \mathbb{K}, r, \theta, \varphi \), where \( r \geq 0, 0 \leq \theta \leq \pi \) and \( 0 \leq \varphi \leq \alpha \). Then we write \( v \in H^1(\mathbb{K}) \) in the form

\[
v(x_1, x_2, x_3) = \sum_{k=0}^{\infty} v_k(r) Y_k(\theta, \varphi),
\]

where the \( Y_k(\theta, \varphi) \) are the spherical functions satisfying

\[
\begin{cases}
-\Delta_{S^2} Y_k = \lambda_k Y_k & \text{in } \mathbb{K}, \\
\frac{\partial Y_k}{\partial \varphi} = 0 & \varphi = 0, \alpha.
\end{cases}
\]

\(^1\) A linear map \( T \in L(H, H) \) is Fredholm if the kernel is finite-dimensional and the image is closed and has finite codimension. The index of \( T \) is \( \dim \{\text{Ker}(T)\} - \text{codim}(\text{Im}(T)) \).
Here $\Delta_{S^2}$ denotes the Laplace-Beltrami operator on $S^2$ (acting on the variables $\theta$, $\varphi$). To determine $\lambda_k$ and the expression of $Y_k$, let us split $Y_k$ as

$$Y_k(\theta, \varphi) = \sum_{m=0}^{\infty} \Theta_{k,m}(\theta) \Phi_{k,m}(\varphi)$$

so that

$$\Delta_{S^2} Y_k = \sum_{m=0}^{\infty} \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} \right] \Theta_{k,m} \Phi_{k,m}$$

$$= \sum_{m=0}^{\infty} \left[ \frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \Phi'_{k,m} \right) \Phi_{k,m} + \frac{1}{\sin^2 \theta} \Theta_{k,m} \Phi''_{k,m} \right].$$

Then (3.1.6) becomes

$$\begin{cases} 
- \sum_{m=0}^{\infty} \left[ \frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \Phi'_{k,m} \right) \Phi_{k,m} + \frac{1}{\sin^2 \theta} \Theta_{k,m} \Phi''_{k,m} \right] \\
\sum_{m=0}^{\infty} \lambda_{k,m} \Theta_{k,m} \Phi_{k,m} \\
\Phi'_{k,m}(0) = \Phi'_{k,m}(\alpha) = 0.
\end{cases} \quad \text{in } K, \quad (3.1.7)$$

If we require that for all $m$

$$\begin{cases} 
- \Phi''_{k,m} = \mu_{k,m} \Phi_{k,m} \quad \text{in } [0, \alpha], \\
\Phi'_{k,m}(0) = \Phi'_{k,m}(\alpha) = 0.
\end{cases} \quad (3.1.8)$$

we obtain that $\Phi_{k,m}(\varphi) = a_{k,m} m \cos \left( \frac{\pi m}{\alpha} \varphi \right)$ satisfies (3.1.8) with $\mu_{m} = \frac{\pi^2 m^2}{\alpha^2}$. Replacing this expression in (3.1.7) we have

$$\begin{cases} 
\sum_{m=0}^{\infty} \lambda_{k,m} \Theta_{k,m} \Phi_{k,m} \\
\Phi'_{k,m}(0) = \Phi'_{k,m}(\alpha) = 0.
\end{cases} \quad \text{in } K, \quad (3.1.9)$$

Since the $\Phi_{k,m}$ are independent, we have to solve, for every $m$, the Sturm-Liouville equation

$$\frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \Phi'_{k,m} \right) + \left[ \lambda_{k,m} - \frac{1}{\sin^2 \theta} \frac{\pi^2 m^2}{\alpha^2} \right] \Theta_{k,m} = 0. \quad (3.1.9)$$

Let us rewrite (3.1.9) in the following form

$$- \frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \Phi'_{k,m} \right) + \frac{\pi^2 m^2}{\alpha^2} \Theta_{k,m} = \lambda_k \Theta_{k,m}. \quad (3.1.10)$$

so that we have to determine the eigenvalues $\lambda_{k,m}$ and the eigenfunctions of the operator

$$- \frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \Phi'_{k,m} \right) + \frac{\pi^2 m^2}{\alpha^2} \Theta_{k,m} = \lambda_k \Theta_{k,m}.$$ 

In order to do this, let us consider the case $\alpha = \pi$, that is the following equation

$$\frac{1}{\sin \theta} \frac{d}{d \theta} \left( \sin \theta \Phi'_{k,m} \right) + \frac{\pi^2 m^2}{\alpha^2} \Theta_{k,m} = \lambda_{k,m} \Theta_{k,m}. \quad (3.1.11)$$
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Now, for every \( m \), (3.1.11) has solution if \( \lambda_{k,m} = k (k+1) \), with \( k \geq |m| \), and the solutions are the Legendre polynomials \( \Theta_{k,m}(\theta) = P_{k,m}(\cos \theta) \); see for instance [35], [42], [55], [56]. Then, for a given value of \( k \), there are \( 2k+1 \) independent solutions of the form \( \Theta_{k,m}(\theta) \Phi_{k,m}(\varphi) \), one for each integer \( m \) with \( -k \leq m \leq k \). Now, by the classical comparison principle, if we decrease \( \alpha \) the corresponding eigenvalues \( \lambda_{k,m}, \) given by (3.1.10), should increase, whereas if we increase \( \alpha \) they should decrease; see for instance [17]. More precisely, if \( m = 0 \) the equations (3.1.10) and (3.1.11) are the same, therefore the eigenvalues do not change (and they are 0, 2, 6, ...). If \( m \geq 1 \) we cannot give an explicit expression for the \( \lambda_{k,m} \) for general \( \alpha \), but we can use the comparison principle. In conclusion, we obtain that each \( Y_k = \sum_{m=0}^{\infty} \Theta_{k,m} \Phi_{k,m} \) satisfies

\[
-\Delta_S Y_k = \lambda_{k,m} Y_k.
\]

(3.1.12)

Now, one has that

\[
\Delta (v_k Y_k) = \Delta_r (v_k) Y_k + \frac{1}{r^2} v_k \Delta_S Y_k,
\]

(3.1.13)

where \( \Delta_r \) denotes the Laplace operator in radial coordinates, that is \( \Delta_r = \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} \). Then, using (3.1.5), (3.1.12) and (3.1.13), the condition (3.1.4) becomes

\[
\sum_{k=0}^{\infty} \left[-v_k'' - \frac{2}{r} v_k' + v_k + \frac{\lambda_{k,m}}{r^2} v_k - p U^{p-1} v_k\right] Y_k = 0.
\]

Since the \( Y_k \) are independent, we get the following equations for \( v_k \):

\[
A_{k,m} (v_k) := -v_k'' - \frac{2}{r} v_k' + v_k + \frac{\lambda_{k,m}}{r^2} v_k - p U^{p-1} v_k = 0, \quad m = 0, 1, 2, ..., k \geq m.
\]

Let us first consider the case \( m = 0 \). If \( k = 0 \), we have to find a \( v_0 \) such that

\[
A_{0,0} (v_0) = -v_0'' - \frac{2}{r} v_0' + v_0 - p U^{p-1} v_0 = 0.
\]

It has been shown in [44], Lemma 6, that all the solutions of \( A_{0,0} (v) = 0 \) are unbounded. Since we are looking for solutions \( v_0 \in H^1 (\mathbb{R}) \), it follows that \( v_0 = 0 \).

For \( k = 1 \) we have to solve

\[
A_{1,0} (v_1) = -v_1'' - \frac{2}{r} v_1' + v_1 + \frac{2}{r} v_1 - p U^{p-1} v_1 = 0.
\]

Let \( \hat{U} (r) \) denote the function such that \( U (|x|) = \hat{U} (|x|) \), where \( U (x) \) is the solution of (3.1.3).

Reasoning as in the proof of Lemma 4.1 in [4], we obtain that the family of solutions of \( A_{1,0} (v_1) = 0 \), with \( v_1 \in H^1 (\mathbb{R}) \), is given by \( v_1 (r) = c \hat{U}' (r) \), for some \( c \in \mathbb{R} \).

Now, let us show that the equation \( A_{k,0} (v_k) = 0 \) has only the trivial solution in \( H^1 (\mathbb{R}) \), provided that \( k \geq 2 \). First of all, note that the operator \( A_{1,0} \) has the solution \( \hat{U}' \) which does not change sign in \( [0, \infty) \) and therefore is a non-negative operator. In fact, if \( \sigma \) denotes its smallest eigenvalue, any corresponding eigenfunction \( \psi_\sigma \) does not change sign. If \( \sigma < 0 \), then \( \psi_\sigma \) should be orthogonal to \( \hat{U}' \) and this is a contradiction. Thus \( \sigma \geq 0 \) and \( A_{1,0} \) is non-negative. Now, we can write

\[
A_{k,0} = A_{1,0} + \frac{\lambda_{k,0} - 2}{r^2}.
\]

Since \( \lambda_{k,0} - 2 > 0 \) whenever \( k \geq 2 \), it follows that \( A_{k,0} \) is a positive operator. Thus \( A_{k,0} (v_k) = 0 \) implies that \( v_k = 0 \).
If \( m \geq 1 \) and \( \alpha < \pi \), using the comparison principle, we obtain that each \( \lambda_{k,m} \) is greater than 2. Then, reasoning as above, we have that each \( \nu_k = 0 \).

Let us consider the case \( \alpha > \pi \). If \( m = 1 \) and \( k = 1 \), using again the comparison principle, we have that \( 0 < \lambda_{1,1} < 2 \); whereas for \( m = 1, k \geq 2 \), and for \( m \geq 2, k \geq m \), we have that each \( \lambda_{k,m} > 2 \). Then in the last two cases we can use the non-negativity of the operator \( A_{1,0} \) and conclude that \( \nu_k = 0 \). In the case \( m = 1 \) and \( k = 1 \) we note that the operator

\[
A_{1,1} (v_1) := -v''_1 - \frac{2}{r} v'_1 + v_1 + \frac{\lambda_{1,1}}{r^2} v_1 - pU^{p-1} v_1
\]

has a negative eigenvalue, instead of the eigenvalue 0, since \( \lambda_{1,1} < 2 \). Then also \( v_1 = 0 \).

Putting together all the previous information, we deduce that any \( v \in \text{Ker} [I'' (U)] \) has to be of the form

\[
v(x_1, x_2, x_3) = c \hat{u}' (r) Y_1 (\theta, \varphi).
\]

Now, \( Y_1 \) is such that \( -\Delta_{S^2} Y_1 = \lambda_{1,m} Y_1 \), namely it belongs to the kernel of the operator \( -\Delta_{S^2} - \lambda_{1,m} \text{Id} \), and such a kernel is 1-dimensional. In conclusion, we find that

\[
v \in \text{span} \{ \hat{u}' Y_1 \} = \text{span} \left\{ \frac{\partial U}{\partial x_1} \right\} = T_U Z.
\]

This proves that a) holds. It is also easy to check that the operator \( I''_K (U) \) is a compact perturbation of the identity, showing that b) holds true, too. This complete the proof of Lemma 3.1.1.

**Remark 3.1.3.** Since \( U \) is a Mountain-Pass solution of (3.1.3), the spectrum of \( I''_K (U) \) has one negative simple eigenvalue, \( 1 - p \), with eigenspace spanned by \( U \) itself. Moreover, we have shown in the preceding lemma that \( \lambda = 0 \) is an eigenvalue with multiplicity 1 and eigenspace spanned by \( \frac{\partial U}{\partial x_1} \). If \( \alpha < \pi \) the rest of the spectrum is positive. Whereas if \( \alpha > \pi \) there is an other negative simple eigenvalue, corresponding to an eigenfunction \( \hat{u} \) given by

\[
\hat{u} (r, \theta, \varphi) = \hat{u} (r) \cos \left( \frac{\pi}{\alpha} \varphi \right) \hat{\Theta} (\theta),
\]

where \( \hat{\Theta} \) satisfies (3.1.9) with \( m = 1 \) and \( k = 1 \), and \( \hat{u} \) satisfies the equation

\[
-\hat{u}'' - \frac{2}{r} \hat{u}' + \hat{u} + \frac{\lambda_{1,1}}{r^2} \hat{u} - pU^{p-1} \hat{u} = 0.
\]

From (3.1.14) one has that there exists a positive constant \( C \) such that, for \( r \) sufficiently large, \( \hat{u} (r) \leq Ce^{-r/C} \). In conclusion, one has the following result:

**Corollary 3.1.4.** Let \( U \) and \( \hat{u} \) be as above and consider the functional \( I_K \) given in (3.1.2). Then for every \( x_1 \in \mathbb{R}, U_{x_1} (x) = U (x - (x_1, 0, 0)) \) is a critical point of \( I_K \). Moreover, the kernel of \( I''_K (U) \) is generated by \( \frac{\partial U}{\partial x_1} \). If \( \alpha < \pi \) the operator has only one negative eigenvalue, and therefore there exists \( \delta > 0 \) such that

\[
I''_K (U) [v, v] \geq \delta \|v\|^2, \quad \text{for every } v \in H^1 (K), v \perp U, \frac{\partial U}{\partial x_1}.
\]

If \( \alpha > \pi \) the operator has two negative eigenvalues, and therefore there exists \( \delta > 0 \) such that

\[
I''_K (U) [v, v] \geq \delta \|v\|^2, \quad \text{for every } v \in H^1 (K), v \perp U, \hat{u}, \frac{\partial U}{\partial x_1}.
\]
3.2 Proof of Theorem 3.0.2

For every $Q$ on the edge $\Gamma$ of $\partial \Omega_\epsilon$, let $\mu = \min \{\mu_i\}$, so that in $B_{\frac{1}{2}} (Q) \cap \Omega_\epsilon$ we can use the new set of coordinates $z$. Now we choose a cut-off function $\varphi_\mu$ with the following properties

\[
\begin{cases}
\varphi_\mu (x) = 1 & \text{in } B_{\frac{1}{2}} (Q), \\
\varphi_\mu (x) = 0 & \text{in } \mathbb{R}^3 \setminus B_{\frac{1}{2}} (Q), \\
|\nabla \varphi_\mu| + |\nabla^2 \varphi_\mu| \leq C & \text{in } B_{\frac{1}{2}} (Q) \setminus B_{\frac{1}{2}} (Q).
\end{cases}
\]

(3.2.1)

For any $Q \in \Gamma$, we define the following function, in the coordinates $(z_1, z_2, z_3)$,

\[
U_\epsilon, \underline{e} (z) := \varphi_\mu (\epsilon z) U_\epsilon (z),
\]

(3.2.2)

where $U_\epsilon (z) = U (z - Q)$. Then we consider the manifold

\[Z_\epsilon = \{U_\epsilon, \underline{e} : Q \in \Gamma\}.
\]

Now, we estimate the gradient of $I_{\epsilon, N}$ at $U_\epsilon, \underline{e}$, showing that $Z_\epsilon$ constitute a manifold of pseudo-critical points of $I_{\epsilon, N}$.

**Lemma 3.2.1.** There exists $C > 0$ such that for $\epsilon$ small there holds

\[\|I'_{\epsilon, N} (U_\epsilon, \underline{e})\| \leq C \epsilon, \quad \text{for all } Q \in \Gamma.
\]

**Proof.** Let $v \in H^1 \left(\Omega_\epsilon\right)$. Since the function $U_\epsilon, \underline{e}$ is supported in $B := B_{\frac{1}{2}} \left(\frac{1}{2} Q\right)$, see (3.2.2), we can use the coordinate $z$ in this set, and we obtain

\[
I'_{\epsilon, N} (U_\epsilon, \underline{e}) [v] = \int_{\partial \Omega_\epsilon} \frac{\partial U_\epsilon, \underline{e}}{\partial \nu_1} v d\sigma_1 + \int_{\partial \Omega_\epsilon} \frac{\partial U_\epsilon, \underline{e}}{\partial \nu_2} v d\sigma_2 = I_1 + I_2.
\]

Let us now estimate $I_1$:

\[
I_1 = \int_{\partial \Omega_\epsilon} \frac{\partial U_\epsilon, \underline{e}}{\partial \nu_1} v d\sigma_1 + \int_{\partial \Omega_\epsilon} \frac{\partial U_\epsilon, \underline{e}}{\partial \nu_2} v d\sigma_2 = I_1 + I_2.
\]

If $K = K_{\epsilon, Q}$ denotes the cone of angle equal to the angle of the edge in $Q$, we have

\[
I_1 = \int_K \left[U_\epsilon (z) \nabla \varphi_\mu (\epsilon z) \cdot \nu_1 + \varphi_\mu (\epsilon z) \nabla U_\epsilon (z) \cdot \nu_1 \right] v d\sigma_1
\]

\[
= \int_K \left[U_\epsilon (z) \nabla \varphi_\mu (\epsilon z) \cdot \left(\epsilon A_Q (z_1, z_2) + \epsilon^2 D_Q (z_1, z_2) - 1 + \frac{3}{2} \epsilon^2 |A_Q (z_1, z_2)|^2 \right)
\]

\[
+ \varphi_\mu (\epsilon z) \nabla U_\epsilon (z) \cdot \left(\epsilon A_Q (z_1, z_2) + \epsilon^2 D_Q (z_1, z_2) - 1 + \frac{3}{2} \epsilon^2 |A_Q (z_1, z_2)|^2 \right) \right]
\]

\[
\cdot v \left(1 + O \left(\epsilon^2 |z_1, z_2|^2\right)\right) dz_1 dz_2
\]

\[\div a + b.
\]

Since $\nabla \varphi_\mu (\epsilon \cdot)$ is supported in $\mathbb{R}^3 \setminus B_{\frac{1}{2}} \left(\frac{1}{2} Q\right)$ and $U_\epsilon$ has an exponential decay, we have that, for $\epsilon$ small,

\[|a| \leq C \epsilon e^{-\frac{\mu}{\epsilon}} \int_{\partial K} |v| dz_1 dz_2.
\]

(3.2.3)
On the other hand

\[
b = \int_{\frac{\mu}{\epsilon}}^{\frac{\mu}{\epsilon}} \varphi_{\mu} (\epsilon z) \nabla U_Q (z) \\
\quad \cdot \left( e \left( A_Q (z_1, z_2) \right) + e^2 D_Q (z_1, z_2), -1 + \frac{3}{2} e^2 |A_Q (z_1, z_2)|^2 \right) \\
\quad \cdot \nu \left( 1 + O \left( e^2 |z_1, z_2| \right) \right) dz_1 dz_2 \]

\[
+ \int_{\frac{\mu}{\epsilon}}^{\frac{\mu}{\epsilon}} \varphi_{\mu} (\epsilon z) \nabla U_Q (z) \\
\quad \cdot \left( e \left( A_Q (z_1, z_2) \right) + e^2 D_Q (z_1, z_2), -1 + \frac{3}{2} e^2 |A_Q (z_1, z_2)|^2 \right) \\
\quad \cdot \nu \left( 1 + O \left( e^2 |z_1, z_2| \right) \right) dy_1 dy_2 \leq C e^{-\frac{\mu}{\epsilon}} \int_{\partial K} |\nu| dz_1 dz_2 + C \int_{\partial K} |\nabla U_Q| \cdot |\nu| dz_1 dz_2. \quad (3.2.4)
\]

The estimates (3.2.3) and (3.2.4), and the trace Sobolev inequalities imply $|I_1| \leq C e |\nu|$. In the same way we can estimate $I_2$, getting

\[
|I_2| \leq C e |\nu|. \quad (3.2.5)
\]

Now let’s evaluate $I_2$. Using (2.2.3) one has

\[
I_2 = \int_K \left( -\Delta U_{Q, e} + U_{Q, e} - |U_{Q, e}|^p \right) v dV_{\tilde{g}} (z) \\
\quad + e \int_K \left[ 2 \left( \gamma'' (0) z_1 \cdot \nabla (z_2, z_3) \frac{\partial U_{Q, e}}{\partial z_1} \right) + \left( \gamma'' (0) \cdot \nabla (z_2, z_3) U_{Q, e} \right) \right] v dV_{\tilde{g}} (z) \\
\quad + O \left( e^2 \right) \int_K \left( |z_1|^2 |\nabla^2 U_{Q, e}| + |z_1|^2 |\nabla U_{Q, e}| \right) v dV_{\tilde{g}} (z) \div I_1 + e I_2 + O \left( e^2 \right) I_3.
\]

Since $\Delta U_{Q, e} = U_Q \Delta \varphi_{\mu} (\epsilon z) + 2 \nabla U_Q \cdot \nabla \varphi_{\mu} (\epsilon z) + \varphi_{\mu} (\epsilon z) \Delta U_Q$ and both $\Delta \varphi_{\mu} (\epsilon \cdot)$ and $\nabla \varphi_{\mu} (\epsilon \cdot)$ are supported in $\mathbb{R}^3 \setminus B_{\frac{\mu}{\epsilon}} (Q)$, we get

\[
I_1 = \int_{\frac{\mu}{\epsilon}}^{\frac{\mu}{\epsilon}} \left( -U_Q \Delta \varphi_{\mu} (\epsilon z) - 2 \nabla U_Q \cdot \nabla \varphi_{\mu} (\epsilon z) \right) v \left( 1 + O \left( e|z| \right) \right) dz \\
\quad + \int_{\frac{\mu}{\epsilon}}^{\frac{\mu}{\epsilon}} \left( -\varphi_{\mu} (\epsilon z) \Delta U_Q + U_{Q, e} - |U_{Q, e}|^p \right) v \left( 1 + O \left( e|z| \right) \right) dz \\
\quad + \int_{\frac{\mu}{\epsilon}}^{\frac{\mu}{\epsilon}} \left( -\Delta U_Q + U_{Q} - |U_Q|^p \right) v \left( 1 + O \left( e|z| \right) \right) dz. \quad (3.2.6)
\]

Since $U_Q$ is a solution in $\mathbb{R}^3$ the last term in (3.2.6) vanishes, and using the exponential decay of $U_Q$ at infinity and the properties of the cut-off function, see (3.2.1), one has

\[
|I_1| \leq C e^{-\frac{\mu}{\epsilon}} \int_K |\nu| dz.
\]
By (3.2.2) we can compute also $\nabla (z_{2}, z_{3}) \frac{\partial U_{Q,e}}{\partial z_{1}}$ and $\nabla (z_{2}, z_{3}) U_{Q,e}$ and we have

$$II_{2} = \int_{K} 2y''(0) z_{1} \cdot \left[ \nabla (z_{2}, z_{3}) \frac{\partial \phi_{\mu}(\epsilon z)}{\partial z_{1}} U_{Q} + \nabla (z_{2}, z_{3}) \phi_{\mu}(\epsilon z) \frac{\partial U_{Q}}{\partial z_{1}} \right]$$

$$+ 2y''(0) z_{1} \cdot \left[ \nabla (z_{2}, z_{3}) \phi_{\mu}(\epsilon z) \nabla (z_{2}, z_{3}) U_{Q} + \phi_{\mu}(\epsilon z) \frac{\partial U_{Q}}{\partial z_{1}} \right]$$

$$+ y''(0) \cdot \left[ \nabla (z_{2}, z_{3}) \phi_{\mu}(\epsilon z) |U_{Q}| + \phi_{\mu}(\epsilon z) \nabla (z_{2}, z_{3}) U_{Q} \right] dV_{\theta}(z)$$

$$= \int_{|z| < |Q|} 2y''(0) z_{1} \cdot \left[ \nabla (z_{2}, z_{3}) \frac{\partial \phi_{\mu}(\epsilon z)}{\partial z_{1}} U_{Q} + \nabla (z_{2}, z_{3}) \phi_{\mu}(\epsilon z) \frac{\partial U_{Q}}{\partial z_{1}} \right]$$

$$+ \frac{\partial \phi_{\mu}(\epsilon z)}{\partial z_{1}} \nabla (z_{2}, z_{3}) U_{Q} + y''(0) \cdot \nabla (z_{2}, z_{3}) \phi_{\mu}(\epsilon z) U_{Q} dV_{\theta}(z)$$

$$+ \int_{|z| < |Q|} \phi_{\mu}(\epsilon z) \left[ 2y''(0) z_{1} \cdot \nabla (z_{2}, z_{3}) \frac{\partial U_{Q}}{\partial z_{1}} + y''(0) \cdot \nabla (z_{2}, z_{3}) U_{Q} \right] dV_{\theta}(z).$$

Hence

$$|II_{2}| \leq C \int_{|z| < |Q|} \left[ 2y''(0) |z| |U_{Q}| + \frac{\partial U_{Q}}{\partial z_{1}} + |\nabla (z_{2}, z_{3}) U_{Q}| \right]$$

$$+ |y''(0) |U_{Q}| |dV_{\theta}(z)$$

$$+ \int_{|z| < |Q|} \phi_{\mu}(\epsilon z) \sup_{Q} |y''(0)|$$

$$\left[ |z| |\nabla (z_{2}, z_{3}) \frac{\partial U_{Q}}{\partial z_{1}} + |\nabla (z_{2}, z_{3}) U_{Q}| \right] |dV_{\theta}(z).$$

Using again the exponential decay of $U_{Q}$ at infinity one can estimate the first term by $Ce^{-\frac{3}{r}} \int_{K} |v| dz$ and conclude that the second term is bounded. In the same way we can estimate $I_{13}$, getting

$$|I| \leq Ce \|v\|. \quad (3.2.7)$$

From (3.2.5) and (3.2.7) we obtain the conclusion. \hfill \Box

Now, we need a result of non-degeneracy, which allows us to say that the operator $I'_{e,N}(U_{Q,e})$ is invertible on the orthogonal complement of $T_{U_{Q,e}} Z_{e}$.

**Lemma 3.2.2.** There exists $\delta > 0$ such that for $\epsilon$ small, if $\alpha < \pi$, there holds

$$I'_{e,N}(U_{Q,e}) [v, v] \geq \delta \|v\|^{2}, \quad \text{for every } v \in H^{1}(\Omega_{e}), v \perp U_{Q,e}, \frac{\partial U_{Q,e}}{\partial Q},$$

and, if $\alpha > \pi$, there holds

$$I'_{e,N}(U_{Q,e}) [v, v] \geq \delta \|v\|^{2}, \quad \text{for every } v \in H^{1}(\Omega_{e}), v \perp U_{Q,e}, \frac{\partial U_{Q,e}}{\partial Q},$$

where $U_{Q,e}$ is defined as $U_{Q,e}$ in (3.2.2).

**Proof.** Let us consider the case $\alpha < \pi$. Let $R \gg 1$; consider a radial smooth function $X_{R}: \mathbb{R}^{3} \to \mathbb{R}$ such that

$$\begin{cases}
X_{R}(x) = 1 & \text{in } B_{R}(0), \\
X_{R}(x) = 0 & \text{in } \mathbb{R}^{3} \setminus B_{2R}(0), \\
|\nabla X_{R}| \leq \frac{2}{R} & \text{in } B_{2R}(0) \setminus B_{R}(0),
\end{cases} \quad (3.2.8)$$
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and set
\[ v_1(x) = \chi_R (x - Q) \psi(x), \quad v_2(x) = (1 - \chi_R (x - Q)) \psi(x). \]
A straight computation yields
\[ ||v||^2 = ||v_1||^2 + ||v_2||^2 + 2 \int_{\Omega_\epsilon} (\nabla v_1 \cdot \nabla v_2 + v_1 v_2) \, dx. \]
We write \( \int_{\Omega_\epsilon} (\nabla v_1 \cdot \nabla v_2 + v_1 v_2) \, dx = \gamma_1 + \gamma_2, \)
where
\[ \gamma_1 = \int_{\Omega_\epsilon} \chi_R (1 - \chi_R) \left( v_2^2 + |\nabla v|^2 \right) \, dx, \]
\[ \gamma_2 = \int_{\Omega_\epsilon} \left( v_2 \nabla v \cdot \nabla \chi_R - v_1 \nabla v \cdot \nabla \chi_R - v_2^2 |\nabla \chi_R|^2 \right) \, dx. \]
Since the integrand in \( \gamma_2 \) is supported in \( B_{2R} (Q) \setminus B_R (Q) \), using (3.2.8) and the Young’s inequality we obtain that \( |\gamma_2| = o_R (1) ||v||^2. \) As a consequence we have
\[ ||v||^2 = ||v_1||^2 + ||v_2||^2 + 2\gamma_1 + o_R (1) ||v||^2. \]
Now let us evaluate \( I''_e (U_{Q, \epsilon}) [v, v] = \sigma_1 + \sigma_2 + \sigma_3, \)
where
\[ \sigma_1 = I''_e (U_{Q, \epsilon}) [v_1, v_1], \quad \sigma_2 = I''_e (U_{Q, \epsilon}) [v_2, v_2], \quad \sigma_3 = 2 I''_e (U_{Q, \epsilon}) [v_1, v_2]. \]
Similarly to the previous estimates, since \( U_Q \) decays exponentially away from \( Q \), we get
\[ \sigma_2 \geq C^{-1} ||v_2||^2 + o_{e, R} (1) ||v||^2, \]
\[ \sigma_3 \geq C^{-1} \gamma_1 + o_{e, R} (1) ||v||^2. \] (3.2.9)
Hence it is sufficient to estimate the term \( \sigma_1 \). From the exponential decay of \( U_Q \) and the fact that \( v \cdot U_{Q, \epsilon, \partial Q} \) it follows that
\[ \left( v_1, U_{Q, \epsilon} \right)_{H^1(\Omega_\epsilon)} = - \left( v_2, U_{Q, \epsilon} \right)_{H^1(\Omega_\epsilon)} = o_{e, R} (1) ||v||^2, \]
\[ \left( v_1, \frac{\partial U_{Q, \epsilon}}{\partial x} \right)_{H^1(\Omega_\epsilon)} = - \left( v_2, \frac{\partial U_{Q, \epsilon}}{\partial x} \right)_{H^1(\Omega_\epsilon)} = o_{e, R} (1) ||v||^2. \] (3.2.10)
Moreover, since \( U_{Q, \epsilon} \) is supported in \( B := B_{\pi/2} (Q) \), see (3.2.2), we can use the coordinate \( z \) in this set, and we obtain
\[ \left( v_1, U_{Q, \epsilon} \right)_{H^1(\Omega_\epsilon)} = \int_{\Omega_\epsilon} v_1 \frac{\partial U_{Q, \epsilon}}{\partial \nu} v \, d\sigma + \int_{\Omega_\epsilon} v_1 \left( -\Delta g U_{Q, \epsilon} + U_{Q, \epsilon} \right) dV_g (z) \]
\[ = \left( v_1, U_{Q} \right)_{H^1(K)} + o_e (1) ||v||, \] (3.2.11)
where \( K = K_\alpha \) is the cone of opening angle equal to the angle of \( \Gamma \) in \( Q \). In the same way we can obtain that
\[ \left( v_1, \frac{\partial U_{Q, \epsilon}}{\partial x} \right)_{H^1(\Omega_\epsilon)} = \left( v_1, \frac{\partial U_{Q}}{\partial x} \right)_{H^1(K)} + o_e (1) ||v||. \] (3.2.12)
From the estimates (3.2.10), (3.2.11) and (3.2.12), we deduce that for \( R \) sufficiently large and \( \epsilon \) sufficiently small
\[ \left( v_1, U_Q \right)_{H^1(K)} = o_{e, R} (1) ||v||, \]
\[ \left( v_1, \frac{\partial U_Q}{\partial x} \right)_{H^1(K)} = o_{e, R} (1) ||v||. \]
Now we can apply Lemma 3.1.1, getting
\[ I''(U_Q) \|v_1\| \geq \delta \|v_1\|_{H^1(K)} + o_{e,R}(1). \]
Then the following estimate holds
\[ \sigma_1 = I''(U_Q) \|v_1\| + o_e(1) \|v_1\| \geq \delta \|v_1\|_{H^1(K)} + o_{e,R}(1) \|v\| \]
\[ \geq \delta \|v_1\| + o_{e,R}(1) \|v\|. \]  \hspace{1cm} (3.2.13)
In conclusion, from (3.2.9) and (3.2.13) we deduce
\[ I''_e(N(U_Q,e)) \|v,v\| \geq \delta \|v\| + o_{e,R}(1) \|v\| \geq \frac{\delta}{2} \|v\|, \]
provided R is taken large and \( \epsilon \) sufficiently small. This concludes the proof.

The case \( \alpha > \pi \) has substantially the same proof, but we have to consider also the function \( \tilde{u} \) and use the exponential decay of \( \tilde{u} \) at infinity, see Remark 3.1.3.

The following lemma provides an expansion of the functional \( I_{e,N}(U_{Q,e}) \) with respect to \( Q \).

**Lemma 3.2.3.** For \( \epsilon \) small the following expansion holds
\[ I_{e,N}(U_{Q,e}) = C_0 \alpha(Q) + O(\epsilon), \]  \hspace{1cm} (3.2.14)
where
\[ C_0 = \frac{1}{2} - \frac{1}{p+1} \int_0^\pi \int_0^\pi \|U_Q(r)\|^{p+1} r \sin^2 \theta dr d\theta. \]

**Proof.** Since the function \( U_{Q,e} \) is supported in \( B := B_{\frac{\pi}{\delta}}(Q) \), see (3.2.2), we can use the coordinate \( z \) in this set, and we obtain
\[ I_{e,N}(U_{Q,e}) = \frac{1}{2} \int_{B \cap \Omega_e} \left( \nabla \tilde{g} U_{Q,e} \right)^2 + U_{Q,e}^2 \right) dV_{\tilde{g}}(z) - \frac{1}{p+1} \int_{B \cap \Omega_e} |U_{Q,e}|^{p+1} dV_{\tilde{g}}(z). \]
Integrating by parts, we get
\[ I_{e,N}(U_{Q,e}) = \frac{1}{2} \int_{B \cap \partial \Omega_e} U_{Q,e} \frac{\partial U_{Q,e}}{\partial ^v} d\sigma + \frac{1}{2} \int_{B \cap \Omega_e} U_{Q,e} (-\Delta_{\tilde{g}} U_{Q,e} + U_{Q,e}) dV_{\tilde{g}}(z) \]
\[ - \frac{1}{p+1} \int_{B \cap \Omega_e} |U_{Q,e}|^{p+1} dV_{\tilde{g}}(z), \]
where \( I \) is the surface integral over the boundary and \( II \) refers to the last two terms. Now, \( I \) can be split in two terms which correspond to the surface integrals on the “faces” of the edge \( \Gamma \):
\[ I = \frac{1}{2} \int_{B \cap \partial \Omega_e^1} U_{Q,e} \frac{\partial U_{Q,e}}{\partial ^v_1} d\sigma^1 + \frac{1}{2} \int_{B \cap \partial \Omega_e^2} U_{Q,e} \frac{\partial U_{Q,e}}{\partial ^v_2} d\sigma^2 \div I_1 + I_2. \]
It is sufficient to evaluate $I_1$, since the estimate of $I_2$ is similar. Using the expression of $U_{Q,e}$, see (3.2.2), we get

$$I_1 = \frac{1}{2} \int_{\mathbb{R}^2 \setminus \partial \Omega_1} U_{Q,e} \left( U_{Q,e} \nabla \varphi_{\mu} (\varepsilon z) + \varphi_{\mu} (\varepsilon z) \nabla U_{Q} \right)$$

$$\cdot \left( (\varepsilon (A_Q(z_1,z_2)) + \varepsilon^2 D_Q(z_1,z_2), -1 + \frac{3}{2} \varepsilon^2 |A_Q(z_1,z_2)|^2 \right)$$

$$\cdot \left( 1 + O \left( \varepsilon^2 |z_1,z_2|^2 \right) \right) \, dz_1 \, dz_2$$

$$= \frac{1}{2} \int_{|z-Q|<\frac{\varepsilon}{2}} \varphi_{\mu} (\varepsilon z) U_{Q}^2 \nabla \varphi_{\mu} (\varepsilon z)$$

$$\cdot \left( (\varepsilon (A_Q(z_1,z_2)) + \varepsilon^2 D_Q(z_1,z_2), -1 + \frac{3}{2} \varepsilon^2 |A_Q(z_1,z_2)|^2 \right)$$

$$\cdot \left( 1 + O \left( \varepsilon^2 |z_1,z_2|^2 \right) \right) \, dz_1 \, dz_2$$

$$+ \frac{1}{2} \int_{|z-Q|<\frac{\varepsilon}{2}} \varphi_{\mu}^2 (\varepsilon z) U_{Q} \nabla U_{Q}$$

$$\cdot \left( (\varepsilon (A_Q(z_1,z_2)) + \varepsilon^2 D_Q(z_1,z_2), -1 + \frac{3}{2} \varepsilon^2 |A_Q(z_1,z_2)|^2 \right)$$

$$\cdot \left( 1 + O \left( \varepsilon^2 |z_1,z_2|^2 \right) \right) \, dz_1 \, dz_2.$$  

Similarly to the previous estimates, we get $I_1 = O \left( e^{-\frac{\varepsilon}{2}} \right) + O (\varepsilon)$. Then we obtain that

$$I = O (\varepsilon). \quad (3.2.15)$$

Now, we have to evaluate $I_2$:

$$I_2 = \frac{1}{2} \int_{\mathbb{R}^2 \setminus \partial \Omega_1} U_{Q,e} \left( -\Delta U_{Q,e} + U_{Q,e} \right) \left( 1 + O (|z|) \right) \, dz$$

$$+ \frac{\varepsilon}{2} \int_{\mathbb{R}^2 \setminus \partial \Omega_1} U_{Q,e} \left[ 2\gamma'' (0) z_1 \cdot \nabla (z_2,z_3) \frac{\partial U_{Q,e}}{\partial z_1} + \gamma'' (0) \cdot \nabla (z_2,z_3) U_{Q,e} \right]$$

$$\cdot \left( 1 + O (|z|) \right) \, dz$$

$$+ O \left( \varepsilon^2 |z|^2 \right) - \frac{1}{p+1} \int_{\mathbb{R}^2 \setminus \partial \Omega_1} |U_{Q,e}|^{p+1} \left( 1 + O (|z|) \right) \, dz.$$  

We have

$$I_2 = \left( 1 - \frac{1}{p+1} \right) \alpha(Q) \int_0^\infty \int_0^\pi |U_Q (r)|^{p+1} r \sin^2 \theta dr d\theta + O (\varepsilon) \quad (3.2.16)$$

Putting together (3.2.15) and (3.2.16), we obtain (3.2.14) and this concludes the proof. \[ \square \]

Let $P_Q : H^1 (\Omega_e) \rightarrow \left( T_{U_{Q,e}} Z_e \right) \perp$ be the projection onto the orthogonal complement of $T_{U_{Q,e}} Z_e$, for all $Q$ on the edge $\Gamma$ of $\partial \Omega_e$. According to the Lemma 3.2.2, we have that for $\varepsilon$ sufficiently small the operator $L_Q = P_Q \circ I'_{e,N} (U_{Q,e}) \circ P_Q$ is invertible and there exists $C > 0$ such that

$$\| L_Q^{-1} \| \leq C.$$  

Now, using the fact that $I'_{e,N} (U_{Q,e})$ is invertible on the orthogonal complement of $T_{U_{Q,e}} Z_e$, we will solve the auxiliary equation.
Proposition 3.2.4. Let $I_{e,N}$ be the functional defined in (3.0.3). Then for $e > 0$ small there exists a unique $w = w(\epsilon, Q) \in \left( T_{U_{Q,e}} Z_e \right)^\perp$ such that $I_{e,N}^\prime (U_{Q,e} + w) = 0$. Moreover the function $w(\epsilon, Q)$ is of class $C^1$ with respect to $Q$ and there holds

$$\|w(\epsilon, Q)\| \leq C\epsilon, \quad \left\| \frac{\partial w(\epsilon, Q)}{\partial Q} \right\| \leq C\epsilon. \quad (3.2.17)$$

Proof. We want to find a solution $w \in \left( T_{U_{Q,e}} Z_e \right)^\perp$ of $P_Q I_{e,N}^\prime (U_{Q,e} + w) = 0$. For every $w \in \left( T_{U_{Q,e}} Z_e \right)^\perp$ we can write

$$I_{e,N}^\prime (U_{Q,e} + w) = I_{e,N}^\prime (U_{Q,e}) + I_{e,N}^\prime (U_{Q,e}) |w| + R_{Q,e} (w),$$

where $R_{Q,e} (w)$ is given by

$$R_{Q,e} (w) = I_{e,N}^\prime (U_{Q,e} + w) - I_{e,N}^\prime (U_{Q,e}) - I_{e,N}^\prime (U_{Q,e}) |w|.$$ 

Given $v \in H^1 (\Omega_e)$ there holds

$$R_{Q,e} (w) |v| = - \int_{\Omega_e} \left( |U_{Q,e} + w|^p - |U_{Q,e}|^p - p|U_{Q,e}|^{p-1} w \right) v dx.$$ 

Using the following inequality

$$| (a + b)^p - a^p - p a^{p-1} b | \leq \begin{cases} C (p) |b|^p & \text{for } p \leq 2, \\ C (p) (|b|^2 + |b|^p) & \text{for } p > 2, \end{cases}$$

for $a, b \in \mathbb{R}, |a| \leq 1$, the Hölder’s inequality and the Sobolev embeddings we obtain

$$\| R_{Q,e} (w) |v| \| \leq C \int_{\Omega_e} \left( |w|^2 + |w|^p \right) |v| dx \leq C \left( \|w\|^2 + \|w\|^p \right) \|v\|. \quad (3.2.18)$$

Similarly, from the inequality

$$| (a + b_1)^p - (a + b_2)^p - p a^{p-1} (b_1 - b_2) |$$

$$\leq \begin{cases} C (p) (|b_1|^{p-1} + |b_2|^{p-1}) |b_1 - b_2| & \text{for } p \leq 2, \\ C (p) (|b_1| + |b_2| + |b_1|^{p-1} + |b_2|^{p-1}) |b_1 - b_2| & \text{for } p > 2, \end{cases}$$

for $a, b_1, b_2 \in \mathbb{R}, |a| \leq 1$, we get

$$\| R_{Q,e} (w_1) |v| - R_{Q,e} (w_2) |v| \| \leq C \int_{\Omega_e} \left( |w_1|^2 + |w_2|^2 + |w_1|^{p-1} + |w_2|^{p-1} \right) |w_1 - w_2| \cdot |v| dx \leq C \left( \|w_1\|^2 + \|w_2\|^2 + \|w_1\|^{p-1} + \|w_2\|^{p-1} \right) \cdot \|w_1 - w_2\| \cdot \|v\|. \quad (3.2.19)$$

Now, by the invertibility of the operator $L_Q = P_Q \circ I_{e,N}^\prime (U_{Q,e}) \circ P_Q$, we have that the function $w$ solves $P_Q I_{e,N}^\prime (U_{Q,e} + w) = 0$ if and only if

$$w = - (L_Q)^{-1} \left[ P_Q I_{e,N}^\prime (U_{Q,e}) + P_Q R_{Q,e} (w) \right].$$
Setting
\[ N_{Q,e} (w) = -(I_Q)^{-1} [ P_Q I'_{e,N} (U_{Q,e}) + P_Q R_{Q,e} (w) ], \]
we have to solve
\[ w = N_{Q,e} (w). \]

The norm of \( I'_{e,N} (U_{Q,e}) \) has been estimated in Lemma 3.2.1. Then from (3.2.18) and (3.2.19) we obtain the two relations
\[
\| N_{Q,e} (w) \| \leq C_1 \epsilon + C_2 \left( \| w \|^2 + \| w \|^p \right), \tag{3.2.20}
\]
\[
\| N_{Q,e} (w_1) - N_{Q,e} (w_2) \| \leq C \left( \| w_1 \| + \| w_2 \| + \| w_1 \|^{p-1} + \| w_2 \|^{p-1} \right) : \| w_1 - w_2 \|. \tag{3.2.21}
\]

Now, for \( \bar{C} > 0 \), we define the set
\[ W_{\bar{C}} = \left\{ w \in \left( T_{U_{Q,e}} Z_{\epsilon} \right)^{\perp} : \| w \| \leq \bar{C} \epsilon \right\}. \]

We show that \( N_{Q,e} \) is a contraction in \( W_{\bar{C}} \) for \( \bar{C} \) sufficiently large and for \( \epsilon \) small. Clearly, by (3.2.20), if \( \bar{C} > 2C_1 \) the set \( W_{\bar{C}} \) is mapped into itself if \( \epsilon \) is sufficiently small. Then, if \( w_1, w_2 \in W_{\bar{C}} \), by (3.2.21) there holds
\[
\| N_{Q,e} (w_1) - N_{Q,e} (w_2) \| \leq 2C \left( \bar{C} \epsilon + \bar{C}^{p-1} \epsilon^{p-1} \right) \| w_1 - w_2 \|. \]

Therefore, again if \( \epsilon \) is sufficiently small, the coefficient of \( \| w_1 - w_2 \| \) in the last formula is less than 1. Hence the Contraction Mapping Theorem applies, yielding the existence of a solution \( w \) satisfying the condition
\[
\| w \| \leq \bar{C} \epsilon. \tag{3.2.22}
\]

This concludes the proof of the existence part.

Now the \( C^1 \)-dependence of the function \( w \) on \( Q \) follows from the Implicit Function Theorem; see also [4], Proposition 8.7. In order to prove the second estimate in (3.2.17), let us consider the map \( H : R^3 \times H^1 (\Omega_{e}) \times R \times R \longrightarrow H^1 (\Omega_{e}) \times R \) defined by
\[
H (Q, w, \alpha, \epsilon) = \left( I'_{e,N} (U_{Q,e} + w) - \alpha \frac{\partial U_{Q,e}}{\partial Q}, w, \frac{\partial U_{Q,e}}{\partial Q} \right). \]

Then \( w \in \left( T_{U_{Q,e}} Z_{\epsilon} \right)^{\perp} \) is a solution of \( P_Q I'_{e,N} (U_{Q,e} + w) = 0 \) if and only if \( H (Q, w, \alpha, \epsilon) = 0 \). Moreover, for \( v \in H^1 (\Omega_{e}) \) and \( \beta \in R \), there holds
\[
\frac{\partial H}{\partial (w, \alpha)} (Q, w, \alpha, \epsilon) [v, \beta] = \left( I'_{e,N} (U_{Q,e} + w) [v] - \beta \frac{\partial U_{Q,e}}{\partial Q}, v, \frac{\partial U_{Q,e}}{\partial Q} \right) + O \left( \| w \| + \| w \|^p \right). \tag{3.2.23}
\]
To prove the last estimate it is sufficient to use the following inequality

$$| (a + b)^{p-1} - a^{p-1} | \leq \begin{cases} C(p) |b|^{p-1} & \text{for } p \leq 2, \\ C(p) (|b| + |b|^{p-1}) & \text{for } p > 2, \end{cases}$$

for $a, b \in \mathbb{R}$, $|a| \leq 1$, the Hölder’s inequality and the Sobolev embedding. Using the invertibility of the operator $L_Q = P_Q \circ I_{I}^\prime (U_{Q,e}) \circ P_Q$, it is easy to check that $\frac{\partial H}{\partial (w, \alpha)} (Q, 0, 0, \epsilon)$ is uniformly invertible in $Q$ for $\epsilon$ small. Hence, by (3.2.22) and (3.2.23), also $\frac{\partial H}{\partial (w, \alpha)} (Q, w, \alpha, \epsilon)$ is uniformly invertible in $Q$ for $\epsilon$ small. As a consequence, by the Implicit Function Theorem, the map $Q \mapsto (w_Q, \alpha_Q)$ is of class $C^1$. Now we are in position to provide the norm estimate of $\frac{\partial w}{\partial Q}$. Differentiating the equation

$$H(Q, w_Q, \alpha_Q, \epsilon) = 0$$

with respect to $Q$, we obtain

$$0 = \frac{\partial H}{\partial Q} (Q, w, \alpha, \epsilon) + \frac{\partial H}{\partial (w, \alpha)} (Q, w, \alpha, \epsilon) \frac{\partial (w_Q, \alpha_Q)}{\partial Q}.$$ 

Hence, by the uniform invertibility of $\frac{\partial H}{\partial (w, \alpha)} (Q, w, \alpha, \epsilon)$ it follows that

$$\left\| \frac{\partial (w_Q, \alpha_Q)}{\partial Q} \right\| \leq C \left\| \begin{pmatrix} I_{e,N} (U_{Q,e} + w) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] - \alpha \frac{\partial^2 U_{Q,e}}{\partial Q^2} \\
\frac{\partial^2 U_{Q,e}}{\partial Q^2} \end{pmatrix} \right\| \leq C \left\| \begin{pmatrix} I_{e,N} (U_{Q,e} + w) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] + |\alpha| \cdot \left\| \frac{\partial^2 U_{Q,e}}{\partial Q^2} \right\| + \|w\| \cdot \left\| \frac{\partial^2 U_{Q,e}}{\partial Q^2} \right\| \end{pmatrix} \right\| \leq C \left\| \begin{pmatrix} I_{e,N} (U_{Q,e} + w) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] + |\alpha| + \|w\| + \epsilon \end{pmatrix} \right\|.$$ 

Note that $\alpha$, similarly to $w$, satisfies $|\alpha| \leq C\epsilon$. By the estimate in (3.2.23) we obtain

$$\left\| I_{e,N} (U_{Q,e} + w) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] \right\| \leq \left\| I_{e,N} (U_{Q,e}) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] \right\| + C \left( \|w\| + \|w\|^{p-1} \right). \quad (3.5.2)$$

Using the fact that $I'' (U_Q) \frac{\partial U_Q}{\partial z_1} = 0$ we obtain

$$\left\| I_{e,N} (U_{Q,e} + w) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] \right\| \leq \left\| I_{e,N} (U_{Q,e}) \left[ \frac{\partial U_{Q,e}}{\partial Q} \right] \right\| + C \epsilon + C \left( \|w\| + \|w\|^{p-1} \right). \quad (3.5.3)$$

For any $v \in H^1 (K)$, one finds

$$| (I_{e,N} (U_{Q,e}) - I'' (U_Q)) \left[ \frac{\partial U_Q}{\partial z_1} \right] \cdot v | \leq p \left\| \begin{pmatrix} U_{Q,e} - U_Q \frac{\partial U_Q}{\partial z_1} \end{pmatrix} + C \epsilon. \quad (3.5.4)$$

The last three formulas implies the estimate for $\frac{\partial w}{\partial Q}$. This concludes the proof. \hfill \square

Now we can state the following result, which allows us to perform a finite-dimensional reduction of problem (3.0.2) on the manifold $Z_e$. 
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Proposition 3.2.5. The functional \( \Psi_\epsilon : Z_\epsilon \to \mathbb{R} \) defined by \( \Psi_\epsilon (Q) = I_\epsilon (U_{Q,\epsilon} + w(\epsilon, Q)) \) is of class \( C^1 \) in \( Q \) and satisfies
\[
\Psi_\epsilon' (Q) = 0 \implies I'_{\epsilon,N} (U_{Q,\epsilon} + w(\epsilon, Q)) = 0.
\]

Proof. This proposition can be proved using the arguments of Theorem 2.12 of [4]. From a geometric point of view, we consider the manifold
\[ \tilde{Z}_\epsilon = \{ U_{Q,\epsilon} + w(\epsilon, Q) : Q \in \Gamma \}. \]
Since (3.2.17) holds, we have that for \( \epsilon \) small
\[ T_{U_{Q,\epsilon}} Z_\epsilon \sim T_{U_{Q,\epsilon} + w(\epsilon, Q)} \tilde{Z}_\epsilon. \] (3.2.24)
If \( U_{Q,\epsilon} + w(\epsilon, Q) \) is a critical point of \( I_{\epsilon,N} \) constrained on \( \tilde{Z}_\epsilon \), then \( I'_{\epsilon,N} (U_{Q,\epsilon} + w(\epsilon, Q)) \) is perpendicular to \( T_{U_{Q,\epsilon}} Z_\epsilon \) and hence, from (3.2.24), is almost perpendicular to \( T_{U_{Q,\epsilon}} \tilde{Z}_\epsilon \). Since, by construction of \( \tilde{Z}_\epsilon \), it is \( I'_{\epsilon,N} (U_{Q,\epsilon} + w(\epsilon, Q)) \in T_{U_{Q,\epsilon}} \tilde{Z}_\epsilon \), it must be \( I'_{\epsilon,N} (U_{Q,\epsilon} + w(\epsilon, Q)) = 0 \). This concludes the proof. \( \square \)

3.2.1 Proof of Theorem 3.0.2

First of all we have
\[
\Psi_\epsilon (Q) = I_{\epsilon,N} (U_{Q,\epsilon} + w(\epsilon, Q)) = I_{\epsilon,N} (U_{Q,\epsilon}) + I'_{\epsilon,N} (U_{Q,\epsilon}) [w(\epsilon, Q)] + O \left( \|w(\epsilon, Q)\|^2 \right).
\]
Now, using Lemma 3.2.1 and the estimate (3.2.17) we infer
\[
\Psi_\epsilon (Q) = I_{\epsilon,N} (U_{Q,\epsilon}) + O \left( \epsilon^2 \right).
\]
Hence Lemma 3.2.3 yields
\[
\Psi_\epsilon (Q) = C_0 \alpha (Q) + O (\epsilon).
\]
Therefore, if \( Q \in \Gamma \) is a local strict maximum or minimum of the function \( \alpha \), the thesis follows from Proposition 3.2.5.
CONCENTRATION OF SOLUTIONS FOR A SINGULARLY PERTURBED MIXED PROBLEM IN NON-SMOOTH DOMAINS

INTRODUCTION

In this chapter we study the following singular perturbation problem with mixed Dirichlet and Neumann boundary conditions in a bounded domain \( \Omega \subset \mathbb{R}^n \) whose boundary \( \partial \Omega \) is non smooth:

\[
\begin{aligned}
-\varepsilon^2 \Delta u + u &= u^p \quad \text{in} \; \Omega, \\
\frac{\partial u}{\partial \nu} &= 0 \quad \text{on} \; \partial_N \Omega, \\
u &= u = 0 \quad \text{on} \; \partial_D \Omega, \\
u > 0 &\quad \text{in} \; \Omega.
\end{aligned}
\]  

(4.0.1)

Here \( p \in (1, \frac{n+2}{n-2}) \) is subcritical, \( \nu \) denotes the outer unit normal at \( \partial \Omega \) and \( \varepsilon > 0 \) is a small parameter. Moreover \( \partial_N \Omega, \partial_D \Omega \) are two subsets of the boundary of \( \Omega \) such that the union of their closures coincides with the whole \( \partial \Omega \), and their intersection is an \((n-2)\)-dimensional smooth singularity.

We are interested here in finding boundary spike-layers for the mixed problem (4.0.1). We call \( \Gamma \) the intersection of the closures of \( \partial_N \Omega \) and \( \partial_D \Omega \), and suppose that it is an \((n-2)\)-dimensional smooth singularity. Then we can consider the function \( \alpha : \Gamma \to \mathbb{R} \) which associates to every \( Q \in \Gamma \) the opening angle at \( Q, \alpha(Q) \). Moreover we denote by \( H \) the mean curvature of \( \partial \Omega \) restricted to the closure of \( \partial_N \Omega \), that is \( H : \partial_N \Omega \to \mathbb{R} \).

The main result of this chapter is the following:

**Theorem 4.0.6.** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded domain whose boundary \( \partial \Omega \) has an \((n-2)\)-dimensional smooth singularity, and \( 1 < p < \frac{n+2}{n-2} \) \((1 < p < +\infty \) if \( n = 2) \). Suppose that \( \partial_N \Omega, \partial_D \Omega \) are disjoint open sets of \( \partial \Omega \) such that the union of the closures is the whole boundary of \( \Omega \) and such that their intersection \( \Gamma \) is the singularity. Suppose \( Q \in \Gamma \) is such that \( \alpha(Q) \neq 0 \) and \( H|_{\Gamma} \) is critical and non degenerate at \( Q \), and that \( \nabla H(Q) \neq 0 \) points toward \( \partial_D \Omega \). Then for \( \varepsilon > 0 \) sufficiently small problem (4.0.1) admits a solution concentrating at \( Q \).

The general strategy for proving Theorem 4.0.6 relies on a finite-dimensional reduction, as outlined in Section 2.1. Namely, one finds first a manifold \( Z \) of approximate solutions to the given problem, which in our case are of the form (1.2.1), and solve the equation up to a vector parallel to the tangent plane of this manifold. To do this one can use the spectral properties of the linearization of (1.2.2), see Lemma 4.3.3. Then, see Theorem 2.1.6, one generates a new manifold \( \tilde{Z} \) close to \( Z \) which represents a natural constraint for the Euler functional of (4.0.1), which is

\[
I_\varepsilon(u) = \frac{1}{2} \int_{\Omega} \left( \varepsilon^2 |\nabla u|^2 + u^2 \right) \, dx - \frac{1}{p+1} \int_{\Omega} |u|^{p+1} \, dx, \quad u \in H^1_D(\Omega),
\]

where \( H^1_D(\Omega) \) is the space of functions \( H^1(\Omega) \) which have zero trace on \( \partial_D \Omega \). By *natural constraint* we mean a set for which constrained critical points of \( I_\varepsilon \) are true critical points.

Now, we want to have a good control of the functional \( I_\varepsilon|_Z \). Improving the accuracy of the functions in the original manifold \( Z \), we make \( \tilde{Z} \) closer to \( Z \); in this way the main term in the constrained functional will be given by \( I_\varepsilon|_Z \), see Propositions 4.2.12, 4.2.14, 4.2.15. To find
sufficiently good approximate solutions we start with those constructed in literature for the Neumann problem

\[
\begin{aligned}
&-\epsilon^2 \Delta u + u = u^p \quad \text{in } \Omega, \\
&\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial\Omega, \\
&u > 0 \quad \text{in } \Omega.
\end{aligned}
\] (4.0.2)

(see Subsection 4.1.1) which reveal the role of the mean curvature. The problem is that these functions are non zero on $\partial_D \Omega$, and even if one use cut-off functions to annihilate them the corresponding error turns out to be too large. Following the line of [31] and [62], we will use the projection operator in $H^1(\Omega)$, which associates to every function in this space its closest element in $H^1_D(\Omega)$. To study the asymptotic behavior of this projection we will use the limit behavior of the solution $U$ to (1.2.2):

\[
\lim_{r \to +\infty} e^r r^{-n/2} U(r) = c_{n,p},
\] (4.0.3)

where $r = |x|$ and $c_{n,p}$ is a positive constant depending only on the dimension $n$ and $p$, together with

\[
\lim_{r \to +\infty} \frac{U'(r)}{U(r)} = - \lim_{r \to +\infty} \frac{U''(r)}{U(r)} = -1,
\] (4.0.4)

as it was done in some previous works, see for instance [46] and [82]. Moreover, we will work at a scale $d \simeq \epsilon \log \epsilon$, which is the order of the distance of the peak from $\Gamma$, see Remark 1.4.1 (b). At this scale both $\partial_N \Omega$ and $\partial_D \Omega$ look flat; so we can identify them with the hypersurfaces of equations $x_n = 0$ and $x_1 \tan \alpha + x_n = 0$, and their intersection with the set $\{x_1 = x_n = 0\}$. Note that $\alpha = \alpha(Q)$ is the angle between $x_1$ and $x_n$ at a fixed point $Q \in \Gamma$. Then we can replace $\Omega$ with a suitable domain $\Sigma_D$, which in particular for $0 < \alpha < \pi$ is even with respect to the coordinate $x_n$, see the beginning of Subsections 4.2.1 and 4.2.2. Now, studying the projections in this domain, we will find functions which have zero $x_n$-derivative on $\{x_n = 0\} \setminus \partial \Sigma_D$, which mimics the Neumann boundary condition on $\partial_N \Omega$. After analyzing carefully the projection in Subsections 4.2.1, 4.2.2, we will be able to define a family of suitable approximate solutions to (4.0.1) which have sufficient accuracy for our analysis, estimated in Propositions 4.2.12, 4.2.14, 4.2.15.

We can finally apply the above mentioned perturbation method to reduce the problem to a finite-dimensional one, and study the functional constrained on $\tilde{Z}$. We obtain an expansion of the energy of the approximate solutions, which turns out to be

\[
I_\epsilon (u_{\epsilon,Q}) = \tilde{C}_0 \epsilon^n - \tilde{C}_1 \epsilon^{n+1} H(Q) + \epsilon^n e^{-2 \frac{d\epsilon}{\epsilon} (1+o(1))} + c_n e^{-\frac{d\epsilon}{\epsilon} \left(1 + \frac{\sqrt{n} \tan \alpha(Q)}{\sqrt{n} \tan \alpha(Q)+1}\right) (1+o(1))} + o\left(\epsilon^{n+2}\right),
\]

in the case $0 < \alpha < \frac{\pi}{2}$, and

\[
I_\epsilon (u_{\epsilon,Q}) = \tilde{C}_0 \epsilon^n - \tilde{C}_1 \epsilon^{n+1} H(Q) + \epsilon^n e^{-2 \frac{d\epsilon}{\epsilon} (1+o(1))} + o\left(\epsilon^{n+2}\right),
\]

in the case $\frac{\pi}{2} \leq \alpha < 2\pi$. As for (1.2.6), we have that the first two terms come from the Neumann condition, while the others are related to the repulsive effect due to the Dirichlet condition. Let us notice that, in the first case, in the terms related to the Dirichlet condition appears the opening angle $\alpha$, whereas in the second case it does not; this phenomenon comes
from the fact that the distance of the point \( Q \) from the Dirichlet part \( \partial_D \Omega \) depends on \( \alpha \) only if \( 0 < \alpha < \frac{\pi}{2} \).

Concerning the regularity of the solution, following the ideas in [34], it is possible to say that it is influenced by the presence of the angle. In fact, the solution is at least \( C^2 \) in the interior of the domain, far from the angle; whereas, near the angle, one can split the solution into a regular part and a singular one, whose regularity depends on the value of \( \alpha \). For more details about the regularity of solutions in non-smooth domains we refer the reader to the book [34].

The fact that the solution \( u \) is \( C^2 \) in the interior of the domain allows to say also that it is strictly positive, by using the strong Maximum Principle. In fact, we have that \( u \geq 0 \) in the domain. Moreover, if there exists a point \( x_0 \) in the interior of the domain such that \( u(x_0) = 0 \), we can consider a ball centered at \( x_0 \) of small radius such that it is contained in the domain; since in the ball \( u \) is \( C^2 \) we can conclude that \( u \) cannot be zero in \( x_0 \).

The plan of the chapter is the following. In Section 4.1 we collect some preliminary material: we recall some known results concerning the Neumann problem (4.0.2). In Section 4.2 we construct a model domain to deal with the interface, analyze the asymptotics of projections in \( H^1 \) and then construct approximate solution to (4.0.1). Finally in Section 4.3 we expand the functional on the natural constraint, prove the existence of critical points and deduce Theorem 4.0.6.

4.1 Preliminaries

We want to find solutions to (4.0.1) with a specific asymptotic profile, so it is convenient to make the change of variables \( x \mapsto \epsilon x \), and study (4.0.1) in the dilated domain

\[
\Omega_\epsilon := \frac{1}{\epsilon} \Omega.
\]

Then the problem becomes

\[
\begin{cases}
-\Delta u + u = u^p & \text{in } \Omega_\epsilon, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial_N \Omega_\epsilon, \\
u = 0 & \text{on } \partial_D \Omega_\epsilon, \\
u > 0 & \text{in } \Omega_\epsilon,
\end{cases}
\] (4.1.1)

where \( \partial_N \Omega_\epsilon \) and \( \partial_D \Omega_\epsilon \) stand for the dilations of \( \partial_N \Omega \) and \( \partial_D \Omega \) respectively. Moreover we denote by \( \Gamma_\epsilon \) the intersection of the closures of \( \partial_N \Omega_\epsilon \) and \( \partial_D \Omega_\epsilon \).

Solutions of (4.1.1) can be found as critical points of the Euler-Lagrange functional

\[
I_\epsilon(u) = \frac{1}{2} \int_{\Omega_\epsilon} \left( |\nabla u|^2 + u^2 \right) \, dx - \frac{1}{p+1} \int_{\Omega_\epsilon} |u|^{p+1} \, dx, \quad u \in \mathbb{H}^1_D(\Omega_\epsilon).
\]

Here \( \mathbb{H}^1_D(\Omega_\epsilon) \) denotes the space of functions in \( H^1(\Omega_\epsilon) \) with zero trace on \( \partial_D \Omega_\epsilon \).

4.1.1 Approximate solutions for (4.0.1) with Neumann conditions

In this subsection we recall some results from [4] and [31] concerning approximate solutions to the Neumann problem.
Recalling the new coordinate system that we introduced in Section 2.2, we assume that this coordinate system $y$ is defined in $B_{\mu_0}(Q)$, with $\mu_0 > 0$ sufficiently small. Now, in this set of coordinates we choose a cut-off function $\chi_{\mu_0}$ with the following properties

\[
\begin{align*}
\chi_{\mu_0}(x) &= 1 \quad \text{in } B_{\frac{\mu_0}{2}}(Q), \\
\chi_{\mu_0}(x) &= 0 \quad \text{in } \mathbb{R}^n \setminus B_{\frac{\mu_0}{2}}(Q), \\
|\nabla \chi_{\mu_0}| + |\nabla^2 \chi_{\mu_0}| &\leq C \quad \text{in } B_{\frac{\mu_0}{2}}(Q) \setminus B_{\frac{\mu_0}{4}}(Q),
\end{align*}
\]

and we define the approximate solution $\bar{u}_{\epsilon,Q}$ as

\[\bar{u}_{\epsilon,Q}(y) := \chi_{\mu_0}(\epsilon y) \left( U_Q(y) + \epsilon w_Q(y) \right),\] (4.1.2)

where $U_Q(y) = U(y - Q)$ and $w_Q$ is a suitable function obtained in Subsection 2.2 of [31] by a small modifications of Lemma 9.3 in [4], satisfying the following estimate

\[|w_Q(y)| + |\nabla w_Q(y)| + |\nabla^2 w_Q(y)| \leq C_\Omega \left( 1 + |y|^k \right) e^{-|y|},\] (4.1.3)

where $C_\Omega$ and $K$ are constants depending on $\Omega$, $H$, $n$ and $p$.

The next result collects estimates obtained following the same arguments of Lemmas 9.4, 9.7 and 9.8 in [4].

**Proposition 4.1.1.** There exist $C, K > 0$ such that for $\epsilon$ small the following estimates hold

\[|\partial_y \bar{u}_{\epsilon,Q}(y)| \leq \begin{cases} C \epsilon^2 (1 + |y|^k) e^{-|y|} & \text{for } |y| \leq \frac{\mu_0}{4\epsilon}, \\
C \epsilon^{-\frac{1}{p'}} & \text{for } \frac{\mu_0}{4\epsilon} \leq |y| \leq \frac{\mu_0}{2\epsilon}; \end{cases}\]

\[|\Delta_g \bar{u}_{\epsilon,Q} + \bar{u}_{\epsilon,Q} - \bar{u}_{\epsilon,Q}^p| \leq \begin{cases} C \epsilon^2 (1 + |y|^k) e^{-|y|} & \text{for } |y| \leq \frac{\mu_0}{4\epsilon}, \\
C \epsilon^{-\frac{1}{p'}} & \text{for } \frac{\mu_0}{4\epsilon} \leq |y| \leq \frac{\mu_0}{2\epsilon}; \end{cases}\]

\[I_{\epsilon,N} \left( \bar{u}_{\epsilon,Q} \right) = \tilde{C}_0 - \tilde{C}_1 \epsilon \mathbb{H}(\epsilon Q) + o\left( \epsilon^2 \right);\]

\[\frac{\partial}{\partial Q} I_{\epsilon,N} \left( \bar{u}_{\epsilon,Q} \right) = -\tilde{C}_1 \epsilon^2 \mathbb{H}'(\epsilon Q) + o\left( \epsilon^2 \right),\]

where

\[C_0 = \left( \frac{1}{2} - \frac{1}{p+1} \right) \int_{\mathbb{R}^n_+} u^p dy, \quad C_1 = \left( \int_0^{\infty} r^n u^p dr \right) \int_{S^n_+} y_n |y'|^2 d\sigma.\]

An immediate consequence of this proposition is that

\[\|I_{\epsilon}' \left( \bar{u}_{\epsilon,Q} \right) \| \leq C \epsilon^2 \quad \text{for all } Q \in \partial N_{\epsilon} \text{ such that } \text{dist} \left( Q, \Gamma_{\epsilon} \right) \geq \frac{\mu_0}{\epsilon},\] (4.1.4)

where $C > 0$ is some fixed constant and $\mu_0$ is as before.
4.2 Approximate Solutions to (4.1.1)

To construct good approximate solutions to (4.1.1), we will start from a family of known functions which constitute good approximate solutions to (4.1.1) when we impose pure Neumann boundary conditions. Since we have to take into account the effect of the Dirichlet boundary conditions, we will modify these functions in a convenient way. Following the line of [31] and [62], we will use the projection operator onto $H^1_D(\Omega_\varepsilon)$, which associates to every element in $H^1(\Omega_\varepsilon)$ its closest point in $H^1_D(\Omega_\varepsilon)$. Explicitly, this is constructed subtracting to any given $u \in H^1(\Omega_\varepsilon)$ the solution to

\[
\begin{aligned}
-\Delta v + v &= 0 \quad \text{in } \Omega_\varepsilon, \\
v &= u \quad \text{on } \partial_D \Omega_\varepsilon, \\
\frac{\partial v}{\partial \nu} &= 0 \quad \text{on } \partial_N \Omega_\varepsilon.
\end{aligned}
\] (4.2.1)

This solution can be found variationally by looking at the following minimum problem

\[
\inf_{v = u \text{ on } \partial_D \Omega_\varepsilon} \left\{ \int_{\Omega_\varepsilon} (|\nabla v|^2 + v^2) \, dx \right\}.
\]

Instead of studying (4.2.1) directly, it is convenient to modify the domain in order that the region of the boundary near $\Gamma_\varepsilon$ becomes flat. We fix $Q \in \Gamma_\varepsilon$ and consider the opening angle of $\Gamma_\varepsilon$ at $Q$, $\alpha = \alpha(Q)$. Since the construction of this new domain is different for $0 < \alpha \leq \pi$ and $\pi < \alpha < 2\pi$, we will study separately the two cases in the following two subsections.

4.2.1 Case $0 < \alpha \leq \pi$

For technical reasons we construct a domain $\Sigma$ in the following way: we consider two hypersurfaces defined by the equations $x_1 \tan \alpha + x_n = 0$ and $x_1 \tan \alpha - x_n = 0$, which obviously intersect at $\{x_1 = x_n = 0\}$. Then we close the domain between the two hypersurfaces with $x_1 < 0$ if $0 < \alpha < \frac{\pi}{2}$ and with $x_1 > 0$ if $\frac{\pi}{2} \leq \alpha \leq \pi$ with a smooth surface, in such a way that the scaled domain

\[
\Sigma_D = D\Sigma,
\] (4.2.2)

defined for a large number $D$, contains a sufficiently large cube. In $\Sigma_D$ we denote by $\Gamma_D$ the singularity, which lies on $\{x_1 = x_n = 0\}$. The following figure represents a section of the domain in the plane $x_1, x_n$. 

![Diagram showing a section of the domain](image-url)
The advantage of dealing with this set is that if we solve a Dirichlet problem in $\Sigma_D$ with data even in $x_n$, then for suitable boundary conditions the solution in the upper part $\Sigma_D \cap \{x_n > 0\}$ will be qualitatively similar to that of (4.2.1).

Our next goal is to consider the following problem

$$
\begin{align*}
-\Delta \tilde{\phi} + \tilde{\phi} &= 0 \quad \text{in } \Sigma_{dD}, \\
\tilde{\phi} &= U(d \cdot -Q_0) \quad \text{on } \partial \Sigma_{dD},
\end{align*}
$$

(4.2.3)

where $Q_0 = (-1, 0, \cdots, 0)$. By a scaling of variables, this problem is equivalent to

$$
\begin{align*}
-\frac{1}{d^2} \Delta \phi + \phi &= 0 \quad \text{in } \Sigma_D, \\
\phi &= U(d \cdot -Q_0) \quad \text{on } \partial \Sigma_D,
\end{align*}
$$

(4.2.4)

**Asymptotic analysis of (4.2.4)**

First of all we need to know if (4.2.4) is solvable. It follows from Lemma 3.1 in [31]; in fact, making a modification of some arguments in [34], they construct barrier functions for the operators $\Delta$ and $-\Delta + 1$ at all boundary points of the set $\Sigma$. This guarantees, via the classical Perron method, the existence of a solution for the problem (4.2.4).

If we consider the function $\phi = -\frac{1}{d} \log \phi$, then $\phi$ satisfies

$$
\begin{align*}
\frac{1}{d^2} \Delta \phi - |\nabla \phi|^2 + 1 &= 0 \quad \text{in } \Sigma_D, \\
\phi &= -\frac{1}{d} \log (U(d \cdot -Q_0)) \quad \text{on } \partial \Sigma_D.
\end{align*}
$$

(4.2.5)

Using the limit behavior of the function $U$ given by (4.0.3), it is easy to show the following:

**Lemma 4.2.1.** For any fixed constant $D > 0$ we have that

$$
-\frac{1}{d} \log (U(d \cdot -Q_0)) \to |\cdot -Q_0| \quad \text{uniformly on } \partial \Sigma_D
$$

(4.2.6)

as $d \to +\infty$.

Since Lemma 4.2.1 states that the boundary datum is everywhere close to the function $|x - Q_0|$, it is useful to consider the following auxiliary problem

$$
\begin{align*}
\frac{1}{d^2} \Delta \phi - |\nabla \phi|^2 + 1 &= 0 \quad \text{in } \Sigma_D, \\
\phi &= |x - Q_0| \quad \text{on } \partial \Sigma_D.
\end{align*}
$$

(4.2.7)

**Lemma 4.2.2.** Let $D > 1$ be a fixed constant. Then, when $d \to \infty$, problem (4.2.7) has a unique solution $\phi^d$, which is everywhere positive, and which more precisely satisfies the estimates

$$
\frac{\tan \alpha}{\sqrt{\tan^2 \alpha + 1}} < \phi^d(x) < C \quad \text{in } \Sigma_D,
$$

(4.2.8)

if $0 < \alpha < \frac{\pi}{2}$, and

$$
1 < \phi^d(x) < C \quad \text{in } \Sigma_D,
$$

(4.2.9)

if $\frac{\pi}{2} \leq \alpha \leq \pi$, where $C$ depends only on $D$ and $\Sigma$.  
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Proof. Applying the transformation inverse to the one at the beginning of this subsection and using the existence of barrier functions for the operator $-\Delta + 1$, as shown in [31], Lemma 3.1, we get existence. Uniqueness and positivity of $\phi^d$ follows from the maximum principle.

To prove the estimates (4.2.8) and (4.2.9), we can reason as in [31], Lemma 3.4, or in [62], Lemma 4.2. In the case $0 < \alpha < \frac{\pi}{2}$, we have that $\phi^d_M (x) \equiv \frac{\tan \alpha}{\sqrt{\tan^2 \alpha + 1}}$ in $\Sigma_D$ is a subsolution to (4.2.7), since $\text{dist} (Q_0, \partial \Sigma_D) = \frac{\tan \alpha}{\sqrt{\tan^2 \alpha + 1}}$; whereas, in the case $\frac{\pi}{2} \leq \alpha \leq \pi$, we have that $\text{dist} (Q_0, \partial \Sigma_D) = 1$, and then the subsolution is given by $\phi^d_M (x) \equiv 1$. Moreover, in both the two cases, the function $\phi^d_M (x) = C + x_1$ is a supersolution for $C$ sufficiently large. Then our claim follows.

We next show some pointwise bounds on $\phi^d_M$, which in particular imply a control on the gradient within some region in the boundary of $\Sigma_D$. We obtain gradient bounds only near smooth parts of the boundary, away from the singularity $\Gamma_D$.

**Lemma 4.2.3.** Let $D > 1$ be as in Lemma 4.2.2. Then, there exists a constant $C > 0$ such that for any $\sigma > 0$ sufficiently small there exist $\delta > 0$ and $\delta \sigma > 0$ so large that

$$|\phi^d_M (x) - \phi^d_M (z_i)| \leq C|x - z_i|, \quad z_i \in \partial \Sigma_D, \quad \text{dist} (z_i, D \Gamma_D) \geq \sigma, \quad |x - z_i| \leq \delta, \quad d \geq d_\sigma.$$ 

In the above formula $z_i$ denotes the point in $\partial \Sigma_D$ closest to $x$.

**Proof.** Let us first consider the case $0 < \alpha < \frac{\pi}{2}$. Let us fix $\sigma > 0$ small and consider, for every $0 < \delta < \delta = \sigma \tan \alpha$, the points $x \in \Sigma_D$ of the form $z + \delta \nu (z)$, where $z \in \partial \Sigma_D$ and $\nu (z)$ is the inner unit normal at $z$. Note that there is no problem in the representation of $x$ if $\text{dist} (z, D \Gamma_D) \geq \sigma$; whereas if $\text{dist} (z, D \Gamma_D) < \sigma$, we follow the inner normal direction given by $\nu (z)$ and stop at $x_n = \delta$ if we reach this hyperplane at a distance from the boundary smaller than $\delta$. Let us call $\Lambda_{\delta}$ this set of points $x \in \Sigma_D$ at distance $\delta$ from the boundary. Note that the $\Lambda_{\delta}$’s are all disjoint as $\delta$ varies in $[0, \delta]$. Now in $\Lambda_{\delta}$ we can define the functions

$$\phi_1 (x) = |z_1 (x) - Q_0| + M \delta_1 (x), \quad \phi_2 (x) = |z_2 (x) - Q_0| + M \delta_2 (x),$$

where $z_1 (x), z_2 (x)$ are the points in $\partial \Sigma_D$ closest to $x$ with the n-th coordinate respectively positive and negative; $\delta_1 (x), \delta_2 (x)$ give the distance of $x$ from $z_1 (x), z_2 (x)$. If we set

$$\hat{\phi}_+^d (x) = \min \{ \phi_1 (x), \phi_2 (x) \},$$

we choose the constant $M$ so large that $\hat{\phi}_+^d (x) > \phi^d_M (x)$ when $x \in \{ z + \delta \nu (z) : z \in \partial \Sigma_D \}$. The existence of such constant $M$ is guaranteed by Lemma 4.2.2.

Next we consider a smooth function $\rho \in C^\infty_0 (\mathbb{R}^n)$, such that $\text{supp} \rho \subset B_1 (0)$, and $\int_{\mathbb{R}^n} \rho (x) \, dx = 1$. Moreover we define the function

$$\lambda (x) = -\frac{2}{\delta} \delta^2 (x) + 2 \delta (x), \quad \text{for } x \in \{ z + \delta \nu (z) : z \in \partial \Sigma_D, \delta \in [0, \delta] \}.$$ 

Then we construct a mollifiers

$$\rho_{\lambda (x)} (y) = \frac{1}{\lambda^n (x)} \rho \left( \frac{y}{\lambda (x)} \right),$$

in such a way that the support of each $\rho_{\lambda (x)}$ depends on the point $x$, and, in particular, it shrinks to a point when we are close to the boundary.
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Finally we regularize \( \hat{\phi}^d_+ \) using the convolution with the mollifiers defined in (4.2.10). Then we obtain the following smooth function

\[
\phi^d_+(x) = \left( \hat{\phi}^d_+ \ast \rho_{\lambda(x)} \right)(x) = \int_{\mathbb{R}^n} \hat{\phi}^d_+(x-y) \rho_{\lambda(x)}(y) \, dy.
\]

It is easy to see that, for \( i = 1, \ldots, n-1, \)

\[
\frac{\partial \phi_1}{\partial x_i} < o(1) - \frac{1}{C} M, \tag{4.2.11}
\]

\[
\frac{\partial \phi_2}{\partial x_i} < o(1) - \frac{1}{C} M. \tag{4.2.12}
\]

Moreover, using (4.2.11) and (4.2.12), we have that

\[
\frac{\partial \phi^d_+}{\partial x_i} = \int_{\mathbb{R}^n} \frac{\partial \hat{\phi}^d_+}{\partial x_i}(x-y) \frac{\partial \rho_{\lambda(x)}}{\partial x_i}(y) \frac{\partial \lambda}{\partial x_i}(x) \, dy \leq o(1) - \frac{1}{C} M + \int_{\mathbb{R}^n} \frac{\partial \hat{\phi}^d_+}{\partial x_i}(x-y) \frac{\partial \rho_{\lambda(x)}}{\partial \lambda}(y) \frac{\partial \lambda}{\partial x_i}(x) \, dy. \tag{4.2.13}
\]

Now we need an estimate for the last term in (4.2.13), let us call it \( A \). If we add and subtract \( \hat{\phi}^d_+(x) \) in the integral, we obtain

\[
A = \int_{\mathbb{R}^n} \frac{\partial \hat{\phi}^d_+}{\partial x_i}(x-y) \frac{\partial \rho_{\lambda(x)}}{\partial \lambda}(y) \frac{\partial \lambda}{\partial \lambda}(x) \, dy = \frac{\partial \lambda}{\partial x_i} \int_{\mathbb{R}^n} \frac{\partial \rho_{\lambda(x)}}{\partial \lambda}(y) \frac{\partial \lambda}{\partial \lambda}(x) \, dy;
\]

in the last step we have used the fact that \( \hat{\phi}^d_+(x) \) and \( \frac{\partial \lambda}{\partial \lambda}(x) \) do not depend on \( y \), and the fact that \( \int_{\mathbb{R}^n} \frac{\partial \rho_{\lambda(x)}}{\partial \lambda}(y) \, dy = \frac{\partial \lambda}{\partial x_i} \int_{\mathbb{R}^n} \rho_{\lambda(x)}(y) \, dy = 0 \), since \( \int_{\mathbb{R}^n} \rho_{\lambda(x)}(y) \, dy = 1 \), for every \( \lambda > 0 \). Now, from (4.2.10), a simple computation yields

\[
\frac{\partial \rho_{\lambda(x)}}{\partial \lambda}(y) = -n\lambda^{-n-1}(x) \rho \left( \frac{y}{\lambda(x)} \right) - \lambda^{-n-2}(x) y \nabla \rho \left( \frac{y}{\lambda(x)} \right).
\]

Then, using the fact that \( \frac{\partial \lambda}{\partial x_i}(x) \simeq -C x_i \), for some positive constant \( C \), and making the change of variable \( y = \lambda(x) z \), we have

\[
A = C \lambda^{-1}(x) x_i \int_{\mathbb{R}^n} \left[ \hat{\phi}^d_+(x - \lambda(x) z) - \hat{\phi}^d_+(x) \right] \cdot [\rho(z) + z \nabla \rho(z)] \, dz. \tag{4.2.14}
\]

Since \( \hat{\phi}^d_+ \) is a Lipschitz function, from (4.2.14) we get that

\[
A \leq C x_i \int_{\mathbb{R}^n} |z| \cdot [\rho(z) + z \nabla \rho(z)] \, dz,
\]

and then \( A \leq o(1) \). It follows that, for \( M \) sufficiently large, the norm of \( \nabla \phi^d_+ \) can be arbitrarily big on its domain. By (4.2.8), if \( M \) is large then \( \phi^d_+ \) is everywhere bigger than \( \phi^d \) on \( \Sigma_D \cap \{ \text{dist} \left( \cdot, \partial \Sigma_D \right) = \delta \} \), so \( \phi^d_+ \) is a supersolution of (4.2.7) in \( \Sigma_D \cap \{ \text{dist} \left( \cdot, \partial \Sigma_D \right) < \delta \} \).

On the other hand, we claim that the function \( \phi^d_+(x) = |x - Q_0| \) is a subsolution of (4.2.7) in \( \Sigma_D \cap \{ \text{dist} \left( \cdot, \partial \Sigma_D \right) < \delta \} \). In fact, if we consider the set \( \Sigma_D \setminus B_{\delta(d)}(Q_0) \), where \( \delta(d) \) is a small positive number depending on \( d \), we can see by easy computation that here \( \phi^d_+ \) satisfies

\[
\frac{1}{d} \Delta \phi^d - |\nabla \phi^d|^2 + 1 = \frac{n-1}{d|x - Q_0|}.
\]
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Moreover, since \( \phi^d \) is positive, we can choose \( \tilde{d} (d) \) sufficiently small so that \( \phi^d < \phi_d \). Hence we obtain that \( \phi^d \leq \phi_d \) in the closure of \( \Sigma_D \cap \{ \text{dist} (\cdot, \delta \Sigma_D) < \delta \} \).

Finally, the conclusion follows from the fact that \( \phi_- \) and \( \phi_+ \) coincide on the set
\[
\{ x \in \partial \Sigma_D : \text{dist} (x, D\Gamma_D) \geq \sigma \}
\]
and that we have uniform bounds on the gradient here, independently on \( d \).

In the case \( \frac{\alpha}{2} \leq \alpha \leq \pi \), we can repeat essentially the same construction of the proof of Lemma 3.5 in [31] and obtain the same conclusion.

Using the same arguments as in Lemma 3.6 in [31] we are able to extend the gradient estimate which follows from the previous lemma to a subset of the interior of the domain.

**Lemma 4.2.4.** Let \( D > 1 \) be as in Lemma 4.2.2. Then, there exists a constant \( C > 0 \) such that for any \( \sigma > 0 \) sufficiently small there exists \( d_\sigma > 0 \) so large that
\[
|\nabla \phi^d (x)| \leq C \quad \text{in } \{ x \in \Sigma_D : \text{dist} (x, D\Gamma_D) \geq \sigma \}, \quad d \geq d_\sigma.
\]
(4.2.15)

The next proposition is about the asymptotic behavior of the solutions of (4.2.7).

**Lemma 4.2.5.** Let \( \phi^d \) be the solution of (4.2.7), then we have that
\[
\phi^d (x) \to \bar{\phi} (x) := \inf_{z \in \partial \Sigma_D} \{ |x - z| + |z - Q_0| \}, \quad \text{as } d \to \infty,
\]
(4.2.16)
uniformly on the compact sets of \( \Sigma_D \).

**Proof.** We will show (4.2.16) in two steps:

1) we prove that the function on the right-hand side of (4.2.16) is the supremum of all the elements of
\[
F = \{ v \in L^1 (\Sigma_D) : v (x) \leq |x - Q_0| \text{ on } \partial \Sigma_D, |\nabla v| \leq 1 \text{ a.e. in } \Sigma_D \};
\]

2) we prove that for any sequence \( d_k \to \infty \), there is a subsequence \( d_{k_1} \to \infty \) such that \( \phi^{d_{k_1}} \to \bar{\phi} \) uniformly on the compact sets of \( \Sigma_D \) as \( d_{k_1} \to \infty \). Then it follows that \( \phi^d \to \bar{\phi} \) uniformly on the compact sets of \( \Sigma_D \) as \( d \to \infty \).

We first prove 1). To begin we show that \( \bar{\phi} \in F \). If \( x_1, x_2 \in \Sigma_D \) and \( z_2 \in \partial \Sigma_D \) realizes the infimum for \( x_2 \), we have
\[
|\bar{\phi} (x_1) - \bar{\phi} (x_2)| \leq |x_1 - z_2| + |z_2 - Q_0| - |x_2 - z_2| - |z_2 - Q_0| \leq |x_1 - x_2|.
\]
Then, taking \( x_1, x_2 \) close, we get \( \bar{\phi} \in W^{1, \infty} (\Sigma_D) \) and \( |\nabla \bar{\phi}| \leq 1 \) a.e. in \( \Sigma_D \). Moreover, it is easy to see that \( \bar{\phi} (x) = |x - Q_0| \) if \( x \in \partial \Sigma_D \). We next show that \( \bar{\phi} \) is the maximum element of \( F \). We construct a \( \delta \) neighborhood \( \Sigma_D^\delta \) of \( \Sigma_D \) in this way: consider \( Q_0 = (-1,0, \ldots, 0) \) and, for every \( z \in \partial \Sigma_D \), the line from \( Q_0 \) to \( z \). If \( \delta > 0 \) is small enough, each point \( x \in \Sigma_D^\delta \setminus \Sigma_D \) is uniquely determined by the equation \( x = z + \delta r (z) \), where \( z \in \partial \Sigma_D \) is the intersection point of the line from \( Q_0 \) to \( x \) with \( \partial \Sigma_D \), \( r (z) \) is the unit outer vector on the line, and \( \delta < \frac{\delta}{\cos \theta (z)} \); here \( \theta (z) \) is the angle between \( r (z) \) and the unit outer normal at \( z \), \( \nu (z) \), in the plane generated by \( r (z) \) and \( \nu (z) \). Note that for the point on the boundary \( z \in \{ z_1 = z_n = 0 \} \) we can consider \( \nu (z) \) just taking the normal to the hypersurface defined by the equation \( x_1 \tan \alpha + x_n = 0 \) or to the one defined by the equation \( x_1 \tan \alpha - x_n = 0 \), and it is well defined since the angle \( \theta (z) \) is the same for those points. In addition, the map \( x \to (z, \delta) \) is continuous in \( \Sigma_D^\delta \setminus \Sigma_D \).
Now, we can extend every \( v \in \mathcal{F} \) to a \( \tilde{v} \in W^{1, \infty} (\Sigma^\delta_D) \), taking \( v = \tilde{v} \) in \( \Sigma_D \) and \( \tilde{v} (x) = v(z) \) for \( x \in \Sigma^\delta_D \setminus \Sigma_D \). Moreover, if we consider the function

\[
\tilde{K} (x) = \begin{cases} 
1 & \text{in } \Sigma_D, \\
1 + C \delta & \text{in } \Sigma^\delta_D \setminus \Sigma_D,
\end{cases}
\]

for some large constant \( C > 0 \) independent of \( \delta \), we get \( |\nabla \tilde{v}| \leq \tilde{K} \) a.e. in \( \Sigma^\delta_D \). Now, we regularize \( \tilde{v} \) using the convolution with mollifiers, that is considering, for \( \lambda > 0 \) small enough, \( v_\lambda := \tilde{v} * \rho_\lambda \), with \( \rho_\lambda [x] = \lambda^{-n} \rho (x/\lambda) \), \( \rho \in C_0^\infty (\mathbb{R}^n) \), \( \text{supp} \rho \subset B_1 (0) \), \( \int_{\mathbb{R}^n} \rho (x) \, dx = 1 \). Then we have

\[
|\nabla v_\lambda| \leq |\nabla \tilde{v}| * \rho_\lambda \leq \tilde{K} \ast \rho_\lambda \leq 1 + C \lambda
\]
on \( \Sigma_D \) and \( v_\lambda \to v \) in \( C (\Sigma_D) \) as \( \lambda \to 0 \). Let now \( x, y \in \Sigma_D \) and consider the function \( \xi (t) = tx + (1 - t) y \), for \( t \in [0, 1] \); then we can estimate

\[
|v_\lambda (x) - v_\lambda (y)| \leq \int_0^1 |\nabla v_\lambda (\xi (t))| \, dt \leq \int_0^1 (1 + C \lambda) |x - y| \, dt \leq (1 + C \lambda) |x - y|.
\]

Letting \( \lambda \to 0 \), we obtain \( |v (x) - v (y)| \leq |x - y| \). Hence \( v (x) \leq v (y) + |x - y| \) and \( v (x) \leq |y - Q_\omega| + |x - y| \) for all \( y \in \partial \Sigma_D \). So \( v \leq \bar{\phi} \).

We next prove 2). By gradient estimate and the Ascoli-Arzelà theorem we know that the \( \phi_d \)'s admit limit \( \bar{\phi} \) in the whole closure of \( \Sigma_D \). Moreover it is easy to see that \( \bar{\phi} \) belong to the set \( F \); hence \( \bar{\phi} \leq \bar{\phi} \). We need then to prove only \( \bar{\phi} \leq \phi \). Let \( v \in F \). Similarly to 1), we extend \( v \) to \( \tilde{v} \) in \( \Sigma^\delta_D \) and regularize \( \tilde{v} \) to \( v_\lambda \) in such a way that we have \( \| v - v_\lambda \|_{L^\infty (\Sigma_D)} \leq C \lambda \) and \( |\nabla \tilde{v}| \leq \tilde{K} \). Hence as before we get \( |\nabla v_\lambda| \leq 1 + C \lambda \) on \( \Sigma_D \) and \( v_\lambda \to v \) in \( C (\Sigma_D) \) as \( \lambda \to 0 \).

By simple computation we obtain that \( v_\lambda \) satisfies

\[
\begin{cases} 
\frac{1}{\delta} \Delta v_\lambda - |\nabla v_\lambda|^2 + 1 + C \lambda + \frac{1}{\delta} A_\lambda \geq 0 & \text{in } \Sigma_D, \\
v_\lambda \leq |x - Q_\omega| + C \lambda & \text{on } \partial \Sigma_D,
\end{cases}
\]

where \( A_\lambda \geq 0 \). If we define

\[
v_\lambda := \frac{v_\lambda}{\sqrt{1 + C \lambda + \frac{1}{\delta} A_\lambda}},
\]

by comparison we deduce that

\[
v_\lambda \leq \phi \sqrt{\frac{1}{1 + C \lambda + \frac{1}{\delta} A_\lambda}} + C \lambda
\]

Choosing \( d = d'_{k_1} \) in (4.2.17) such that

\[
d_{k_1} = d'_{k_1} \sqrt{1 + C \lambda + \frac{1}{d'_{k_1}} A_\lambda},
\]

we see that

\[
\frac{v_\lambda}{\sqrt{1 + C \lambda}} \leq \bar{\phi} + C \lambda
\]
as \( d'_{k_1} \to \infty \). Then, letting \( \lambda \to 0 \), we obtain \( v \leq \bar{\phi} \); in particular, \( \bar{\phi} \leq \bar{\phi} \). Hence \( \bar{\phi} = \bar{\phi} \).
Next we analyze the asymptotic behavior of the solutions of \((4.2.5)\). From now on in this subsection we study separately the two cases \(0 < \alpha < \frac{\pi}{2}\) and \(\frac{\pi}{2} \leq \alpha \leq \pi\). Let us consider the first case.

**Proposition 4.2.6.** Suppose that \(0 < \alpha < \frac{\pi}{2}\). Let \(D\) be a large fixed constant and \(\Phi^d\) the solution of \((4.2.5)\). Then we have

\[
\Phi^d (x) \rightarrow \min \{d_1 (x), d_2 (x)\}, \quad \text{as } d \to \infty,
\]

uniformly on the compact sets of \(\Sigma_D \cap \bar{B}_D (0)\), where

\[
d_1 (x) := \sqrt{\left( x_1 - \frac{\tan^2 \alpha - 1}{\tan^2 \alpha + 1} \right)^2 + |x''|^2 + \left( x_n - \frac{2\tan\alpha}{\tan^2 \alpha + 1} \right)^2}, \quad \text{(4.2.18)}
\]

\[
d_2 (x) := \sqrt{\left( x_1 - \frac{\tan^2 \alpha - 1}{\tan^2 \alpha + 1} \right)^2 + |x''|^2 + \left( x_n + \frac{2\tan\alpha}{\tan^2 \alpha + 1} \right)^2}. \quad \text{(4.2.19)}
\]

**Remark 4.2.7.** Note that \(d_1\) and \(d_2\) are the distance functions, respectively, from the point \(Q_1 = \left( \frac{\tan^2 \alpha - 1}{\tan^2 \alpha + 1}, 0, \ldots, 0, \frac{2\tan\alpha}{\tan^2 \alpha + 1} \right)\), which is the symmetrical point to \(Q_0\) with respect to the hypersurface defined by the equation \(x_1 \tan \alpha + x_n = 0\), and from the point \(Q_2 = \left( \frac{\tan^2 \alpha - 1}{\tan^2 \alpha + 1}, 0, \ldots, 0, -\frac{2\tan\alpha}{\tan^2 \alpha + 1} \right)\), which is the symmetrical point to \(Q_0\) with respect to the hypersurface defined by the equation \(x_1 \tan \alpha - x_n = 0\). So the function \(\Phi(x)\) is even with respect to the coordinate \(x_n\) and a.e. differentiable. The problem is that it does not have zero \(x_n\)-derivative on \(\{x_n = 0\}\).

**Proof.** If \(\Phi^d\) is a solution of \((4.2.7)\), it is easy to see that

\[
\phi^d + \sup_{x \in \partial \Sigma_D} \|x - Q_0\| + \frac{1}{d} \log (\cup \{d (x - Q_0)\})
\]

is a supersolution of \((4.2.5)\) and

\[
\phi^d - \sup_{x \in \partial \Sigma_D} \|x - Q_0\| + \frac{1}{d} \log (\cup \{d (x - Q_0)\})
\]

is a subsolution. Then \(\Phi^d\) must lie in between these two functions. Hence, by Lemma 4.2.1, it is sufficient to prove the analogous statement for \(\phi^d\). The proof of the latter fact is a consequence of Lemma 4.2.5 and the following Lemma 4.2.8.

**Lemma 4.2.8.** Suppose that \(0 < \alpha < \frac{\pi}{2}\). If \(\Phi^d (x)\) is as in \((4.2.16)\), then

\[
\Phi^d (x) = \min \{d_1 (x), d_2 (x)\}, \quad x \in B_D (0),
\]

where \(d_1\) and \(d_2\) are as in \((4.2.18)\) and \((4.2.19)\).

**Proof.** Consider a point \(x = (x_1, \ldots, x_n)\) with \(x_n \geq 0\).

By construction of \(\Sigma_D\), the point \(z \in \partial \Sigma_D\) which realizes the infimum will necessarily belong to the set \(\{x_1 \tan \alpha + x_n = 0\} \cap \{x_1 < 0\}\). This implies that

\[
\Phi^d (x) = \inf_{z \in \{x_1 \tan \alpha + x_n = 0\} \cap \{x_1 < 0\}} \|x - z\| + |z - Q_0|.
\]
Again by differentiation we obtain that a minimum point must satisfy

$$\min_{(z_1, z_n) \in \{(x_1 \tan \alpha + x_n = 0) \cap \{x_1 < 0\}\}} \left( \sqrt{(x_1 - z_1)^2 + (x_n + \tan \alpha z_1)^2} + \sqrt{(z_1 + 1)^2 + \tan^2 \alpha z_1^2} \right).$$

Deriving with respect to the variable $z_1$ we obtain that at a minimum point

$$\frac{- (x_1 - z_1) + \tan \alpha (x_n + \tan \alpha z_1)}{\sqrt{(x_1 - z_1)^2 + (x_n + \tan \alpha z_1)^2}} + \frac{- (z_1 + 1) + \tan^2 \alpha z_1}{\sqrt{(z_1 + 1)^2 + \tan^2 \alpha z_1^2}} = 0,$$

which implies

$$z_1 = \frac{-2 \tan \alpha x_1 + (\tan^2 \alpha - 1) x_n}{(\tan^2 \alpha + 1) (\tan \alpha x_1 + x_n - \tan \alpha)}, \quad \quad (4.2.20)$$

$$z_n = \frac{2 \tan^2 \alpha x_1 - \tan \alpha (\tan^2 \alpha - 1) x_n}{(\tan^2 \alpha + 1) (\tan \alpha x_1 + x_n - \tan \alpha)}. \quad \quad (4.2.21)$$

Now assume that $x'' \neq (0, \ldots, 0)$ and $x_1, x_n$ are as before. By the previous observation we know that the coordinates $z_1, z_n$ of the corresponding infimum are given by $(4.2.20)$ and $(4.2.21)$. So we have to determine only $z''$. To do this let us consider the minimum problem

$$\min_{z'' \in \mathbb{R}^{n-2}} \left( \sqrt{(x_1 - z_1)^2 + |x'' - z''|^2 + (x_n + \tan \alpha z_1)^2} + \sqrt{(z_1 + 1)^2 + |z''|^2 + \tan^2 \alpha z_1^2} \right). \quad \quad (4.2.22)$$

Again by differentiation we obtain that a minimum point must satisfy

$$\frac{z'' - x''}{\sqrt{(x_1 - z_1)^2 + |x'' - z''|^2 + (x_n + \tan \alpha z_1)^2}} + \frac{z''}{\sqrt{(z_1 + 1)^2 + |z''|^2 + \tan^2 \alpha z_1^2}} = 0,$$

which gives

$$z'' = x'' \frac{\sqrt{(z_1 + 1)^2 + \tan^2 \alpha z_1^2}}{\sqrt{(x_1 - z_1)^2 + (x_n + \tan \alpha z_1)^2} + \sqrt{(z_1 + 1)^2 + \tan^2 \alpha z_1^2}}. \quad \quad (4.2.23)$$

If we plug $(4.2.20)$, $(4.2.21)$ and $(4.2.23)$ into $(4.2.22)$, we obtain that $\overline{\Phi} (x) = d_1 (x)$. Reasoning in the same way for points with $x_n < 0$, we have $\overline{\Phi} (x) = d_2 (x)$. Then we get the conclusion.

\[\square\]

**Remark 4.2.9.** Note that $\overline{\Phi}$ is a viscosity solution of the Hamilton-Jacobi equation $|\nabla \Phi|^2 = 1$ in $\Sigma_D$. In fact, what we have to show is that

i) $|p|^2 \leq 1$, for every $x \in \Sigma_D$ and every $p \in D^+ \overline{\Phi} (x)$,

ii) $|p|^2 \geq 1$, for every $x \in \Sigma_D$ and every $p \in D^- \overline{\Phi} (x)$,
where $D^+\Phi(x)$ and $D^-\Phi(x)$ are respectively the superdifferential and the subdifferential of $\Phi$ at $x$. Now we can use the description of $D^+\Phi(x)$ and $D^-\Phi(x)$ given in Theorem 3.4.4 in [15]: let $\Omega \subset \mathbb{R}^m$ be open and $S \subset \mathbb{R}^m$ be compact; let $F = F(s,x)$ be continuous in $S \times \Omega$ together with its partial derivative $D_x F$, and let us define $u(x) = \min_{s \in S} F(s,x)$; given $x \in \Omega$, let us set

$$M(x) = \{ s \in S : u(x) = F(s,x) \}, \quad Y(x) = \{ D_x F(s,x) : s \in M(x) \}.$$  

Then, for any $x \in \Omega$,

$$D^+u(x) = \co(Y(x)),$$

and

$$D^-u(x) = \begin{cases} \{ p \} & \text{if } Y(x) = p, \\ \emptyset & \text{if } Y(x) \text{ is not a singleton.} \end{cases}$$

Now we can take $\Omega = \Sigma_D$, $S = \{ Q_1, Q_2 \}$ and $\Phi(x) = \min_{i \in \{1,2\}} |d_i(x)|$; so

$$M(x) = \{ Q_1 : \Phi(x) = d_1(x) \}, \quad Y(x) = \{ D_x d_1(x) : Q_1 \in M(x) \}.$$  

Then, using (4.2.24) and (4.2.25), it is easy to see that, if we take $x \in \Sigma_D$ with $x_n > 0$, then $D^+\Phi(x) = D^-\Phi(x) = \{ D_x d_1(x) \}$; in the same way, if $x_n < 0$, then $D^+\Phi(x) = D^-\Phi(x) = \{ D_x d_2(x) \}$. So in these two cases properties i), ii) are trivially verified. In the case $x_n = 0$, we have that $\Phi(x) = d_1(x) = d_2(x)$; then $M(x) = \{ Q_1, Q_2 \}$ and $Y(x) = \{ D_x d_1(x), D_x d_2(x) \}$. Hence, using again (4.2.24), (4.2.25), we obtain $D^+\Phi(x) = \co \left\{ \frac{x-Q_1}{d_1(x)}, \frac{x-Q_2}{d_2(x)} \right\} = \frac{x-\co(Q_1,Q_2)}{\Phi(x)}$ and $D^-\Phi(x) = \emptyset$. Then we have only to prove property i), since ii) is again trivially verified. To show i) it is sufficient to observe that every $p \in D^+\Phi(x)$ is of the form $p = \frac{x-Q}{\Phi(x)}$, where $Q$ belongs to the line joining $Q_1$ to $Q_2$, and that $|x-Q| \leq \Phi(x)$.

Let us consider now the case $\frac{\pi}{2} \leq \alpha \leq \pi$. We have the analogous of the Proposition 4.2.6.

**Proposition 4.2.10.** Suppose that $\frac{\pi}{2} \leq \alpha \leq \pi$. Let $D$ be a large fixed constant and $\Phi^d$ the solution of (4.2.5). Then we have

$$\Phi^d(x) \rightarrow \Phi(x), \quad \text{as } d \rightarrow \infty,$$

uniformly on the compact sets of $\Sigma_D \cap \overline{B}_D(0)$, where

$$\Phi(x) = \begin{cases} \min \{ d_1(x), d_2(x) \}, & \text{if } \tan \alpha \leq \frac{x_1-\sqrt{x_1^2+x_n^2}}{x_n}, \\ \frac{x_1}{\sqrt{(1+x_1^2+x_n^2)}^2 + |x|^2}, & \text{if } \tan \alpha \geq \frac{x_1-\sqrt{x_1^2+x_n^2}}{x_n}. \end{cases}$$

**Proof.** We can reason as in the proof of Proposition 4.2.6, obtaining that it is sufficient to show the convergence in (4.2.26) for the function $\phi^d$. To prove the latter assertion we have to use Lemma 4.2.5, together with the fact that in the case $\frac{\pi}{2} \leq \alpha \leq \pi$ the function $\Phi$ defined in (4.2.16) is equal to that one defined in (4.2.27). We can obtain this expression by mixing the arguments used in the proof of Lemma 4.2.8 and those used in Lemma 3.9 in [31].
### 4.2.2 Case $\pi < \alpha < 2\pi$

In this case we construct the domain $\Sigma$ in the following way: we consider the set $\{x_n = 0\} \cap \{x_1 \leq 0\}$ and the hypersurface defined by the equation $x_1 \tan \alpha + x_n = 0$ with $x_n \leq 0$. Then we close the domain with a smooth surface; the following figure represents a section of the domain in the plane $x_1, x_n$.

![Diagram](image)

We define the scaled domain $\Sigma_D$ as in (4.2.2) and denote by $\Gamma_D$ the singularity, which lies on $\{x_1 = x_n = 0\}$. As in the previous case, the solution of a Dirichlet problem in $\Sigma_D$ will be qualitatively similar to that of (4.2.1).

We have to study the asymptotic behavior of the solution of the problem

\[
\begin{align*}
-\frac{1}{d^2} \Delta \varphi + \varphi &= 0 \quad \text{in } \Sigma_D, \\
\varphi &= U(d(\cdot - Q_0)) \quad \text{on } \partial \Sigma_D,
\end{align*}
\]

To do this we consider the function $\phi = -\frac{1}{d} \log \varphi$, which satisfies

\[
\begin{align*}
\frac{1}{d} \Delta \phi - |\nabla \phi|^2 + 1 &= 0 \quad \text{in } \Sigma_D, \\
\phi &= -\frac{1}{d} \log (U(d(\cdot - Q_0))) \quad \text{on } \partial \Sigma_D.
\end{align*}
\]  

(4.2.28)

Since the asymptotic analysis is very similar to that one made in Subsection 4.2.1 for $0 < \alpha \leq \pi$ we will not repeat the computations. What we obtain is the following result:

**Proposition 4.2.11.** Suppose that $\pi < \alpha < 2\pi$. Let $D$ be a large fixed constant and $\Phi^d$ the solution of (4.2.28). Then we have

\[
\Phi^d(x) \to \text{dist}(x,Q_0) = \sqrt{(x_1 + 1)^2 + |x'|^2}, \quad \text{as } d \to \infty,
\]

uniformly on the compact sets of $\Sigma_D \cap B_D(0)$.

### 4.2.3 Definition of the approximate solutions

In order to apply the theory in Section 2.1, in this subsection we construct a manifold of approximate solutions to (4.1.1). Since the limit function of the solutions of (4.2.5) is not the same for different angles $\alpha$, as we have seen in Subsections 4.2.1 and 4.2.2, we will distinguish
We can obtain a solution to \((\ref{eq:4.1})\) in fact in this case the computations are quite different from the flat case \(\alpha = \pi\). In the other cases the estimates for the approximate solutions are the same (for \(\frac{\pi}{2} \leq \alpha \leq \pi\)) or very similar (for \(\pi < \alpha < 2\pi\)) to that ones obtained in \([31]\), Subsection 3.2, and then we will omit the proofs.

**Case** \(0 < \alpha < \frac{\pi}{2}\)

Since the function \(\tilde{u}_{e,Q} \) defined in Subsection 4.1.1 is an approximate solution of (4.1.1) with pure Neumann boundary conditions, we need to modify it in the following way. If \(\Phi^d\) the solution of (4.2.5), the function

\[
\Xi_d (y) = e^{-d\Phi^d(\frac{y}{d}+Q_0)}
\]  

(4.2.29)

solves the problem

\[
\begin{cases}
-\Delta \Xi_d + \Xi_d = 0 & \text{in } d(\Sigma_D - Q_0), \\
\Xi_d = U(\cdot) & \text{on } d(\partial \Sigma_D - Q_0).
\end{cases}
\]  

(4.2.30)

We can obtain a solution to (4.2.30) looking at the minimum problem

\[
\inf_{v=U \text{ on } d(\partial \Sigma_D - Q_0)} \left\{ \int_{d(\Sigma_D - Q_0)} \left( |\nabla v|^2 + v^2 \right) \, dy \right\}.
\]  

(4.2.31)

From (4.2.31) we can derive norm estimate on \(\Xi_d\). In fact, we can take a cut-off function \(\chi_1 : d(\Sigma_D - Q_0) \to \mathbb{R}\) such that

\[
\begin{cases}
\chi_1 (y) = 1 & \text{for } \text{dist} (y, d(\partial \Sigma_D - Q_0)) \leq \frac{1}{2}, \\
\chi_1 (y) = 0 & \text{for } y \in d(\Sigma_D - Q_0), \text{dist} (y, d(\partial \Sigma_D - Q_0)) \geq 1, \\
|\nabla \chi_1 (y)| \leq 4 & \text{for all } y,
\end{cases}
\]

and then consider the function \(\psi (y) = \chi_1 (y) U (y)\). It is easy to see that \(\|\psi\|_{H^1(d(\Sigma_D - Q_0))} \leq e^{-d(1+o(1))}\), so by (4.2.31) we find that

\[
\|\Xi_d\|_{H^1(d(\Sigma_D - Q_0))} \leq \|\psi\|_{H^1(d(\Sigma_D - Q_0))} \leq e^{-d(1+o(1))}.
\]  

(4.2.32)

We can also obtain pointwise estimates on \(\Xi_d\). In fact, from Proposition 4.2.6 we obtain that, as \(d \to +\infty\),

\[
\Xi_d (y) = \exp \left[ -\min \left\{ \frac{(y_1 - d - \frac{d}{\tan^2 \alpha - 1})^2}{\frac{d}{\tan^2 \alpha + 1}} + |y''|^2 + \left( \frac{2d \tan \alpha}{\tan^2 \alpha + 1} \right)^2 \right\} \right] e^{o(d)},
\]

(4.2.33)

for \(y \in d(V - Q_0)\), where \(V\) is any set compactly contained in \(\Sigma_D\). Finally, we have pointwise estimates for the gradient of \(\Xi_d\). Indeed, using the uniform convergence in (4.2.6) and reasoning as in the proof of Lemmas 4.2.3 and 4.2.4, we obtain that (4.2.15) holds true also for \(\Phi_d\). Then we can apply the arguments in [46] (see in particular Proposition 1.4, Lemma 1.5
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and Lemma B.1) to conclude that $\nabla \Phi_d \to \nabla \overline{\Phi}$ uniformly as $d \to +\infty$ in any set compactly contained in $\Sigma_D$ on which $\nabla \overline{\Phi}$ is defined. This convergence implies that, as $d \to +\infty$,

$$
\nabla \Xi_d (y) = 
- \exp \left[ - \min \left\{ \sqrt{\left( \frac{y_1 - d - \frac{d (\tan^2 \alpha - 1)}{\tan^2 \alpha + 1}}{y_1 - d - \frac{2 d \tan \alpha}{\tan^2 \alpha + 1}} \right)^2 + |y''|^2} + \left( y_n + \frac{2 d \tan \alpha}{\tan^2 \alpha + 1} \right)^2 \right\} \right] 
\cdot e^{\alpha(d)} \cdot \left( \nabla \overline{\Phi} \left( \frac{y}{d} + Q_0 \right) + o(1) \right),
$$

(4.2.34)

for $y \in \sigma (V - Q_0)$, where $V$ is as before.

Now, we want to obtain similar bounds and estimates for $\frac{\partial \Xi_d}{\partial d}$ and its gradient. Using the definition of $\Xi_d (y) = \varphi \left( \frac{y}{d} + Q_0 \right)$ and the fact that also $\varphi$ depends on $d$, we have that

$$
\frac{\partial \Xi_d}{\partial d} (y) = \frac{\partial \varphi}{\partial d} \left( \frac{y}{d} + Q_0 \right) - \frac{y}{d^2} \cdot \nabla \varphi \left( \frac{y}{d} + Q_0 \right).
$$

(4.2.35)

Since $\varphi$ is the solution of (4.2.4), we can differentiate (4.2.4) obtaining

$$
\begin{cases}
- \frac{1}{d^2} \Delta \frac{\partial \varphi}{\partial d} + \frac{\partial \varphi}{\partial d} = - \frac{2}{d^2} \Delta \varphi = - \frac{2}{d^2} \varphi & \text{in } \Sigma_D, \\
\frac{\partial \varphi}{\partial d} (x) = \nabla \varphi \left( \frac{y}{d} + Q_0 \right) & \text{on } \partial \Sigma_D.
\end{cases}
$$

(4.2.36)

Because of the asymptotic behavior of $\varphi$ at infinity, there exists a positive constant $C_D$ such that for $d$ large we have

$$
\frac{1}{C_D} \cdot \varphi (d (x - Q_0)) \leq - \nabla \varphi (d (x - Q_0)) \cdot (x - Q_0) \leq C_D \cdot \varphi (d (x - Q_0)).
$$

(4.2.37)

Hence, from (4.2.4), (4.2.37), the fact that $\varphi > 0$ and the maximum principle we obtain that $\sigma := - \frac{\partial \varphi}{\partial d} \geq \frac{1}{C_D} \varphi$ in $\tilde{\Gamma}_D$. Moreover, as for (4.2.5) we can check that the function $\gamma^d := - \frac{1}{d} \log \sigma$ satisfies

$$
\begin{cases}
\frac{1}{d} \Delta \gamma^d + |\nabla \gamma^d|^2 + 1 - \frac{\partial \gamma^d}{\partial d} = 0 & \text{in } \Sigma_D, \\
\tau^d (x) = - \frac{1}{d} \log (\nabla \varphi (d (x - Q_0)) \cdot (x - Q_0)) & \text{on } \partial \Sigma_D.
\end{cases}
$$

(4.2.38)

Since $\frac{\partial \varphi}{\partial d}$ stays bounded, $\frac{\partial \varphi}{\partial d}$ tends to zero as $d \to +\infty$. Moreover, using again the asymptotic behavior of $\varphi$ at infinity, we can say that the boundary datum in (4.2.38) converges in every smooth sense (where $\partial \Sigma_D$ is regular) to $|x - Q_0|$ as $d \to +\infty$. As a consequence, the previous analysis adapts to $\gamma^d$ and allows to conclude that still

$$
\gamma^d \to \overline{\Phi} \quad \text{and} \quad \nabla \gamma^d \to \nabla \overline{\Phi}
$$

(4.2.39)

uniformly as $d \to +\infty$ in any set compactly contained in $\Sigma_D$ on which $\nabla \overline{\Phi}$ is defined.

From (4.2.36), reasoning as for (4.2.32), we have that

$$
\left\| \frac{\partial \varphi}{\partial d} \left( \frac{y}{d} + Q_0 \right) \right\|_{H^1 (\sigma (\Sigma_D - Q_0))} \leq e^{-d (1 + o(1))}.
$$

(4.2.40)

On the other hand, from (4.2.30) one finds that the function $\omega := \frac{\partial \varphi}{\partial d} \cdot \nabla \varphi \left( \frac{y}{d} + Q_0 \right) = \frac{\partial \varphi}{\partial d} \cdot \nabla \Xi_d (y)$ satisfies

$$
- \Delta \omega + \omega = - \frac{2 d}{\partial d} \Xi_d \quad \text{in } d (\Sigma_D - Q_0).
$$
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To control the boundary value of $\partial$ we divide $\partial (\Sigma - Q_0)$ into its intersection with $[y_n = 0]$ and its complement. In the first region we have simply that $\partial = \frac{\partial}{\partial d} \cdot \nabla U (y)$. In the second instead the estimates in (4.2.33) and (4.2.34) hold true, which shows that the $L^2$ norm of the trace of $\partial$ on $\partial d (\Sigma - Q_0)$ is of order $e^{-d(1+o(1))}$ and its complement. In the first region we have simply that $\partial = \frac{\partial}{\partial d} \cdot \nabla U (y)$.

Let us define two smooth non negative cut-off functions $\phi$ and $\chi$ respectively. Using the new coordinates $\phi$ for $\phi$ and $\chi$ for $\chi$, we divide $\partial (\Sigma - Q_0)$ into $(\phi \neq 0, \chi \neq 0)$ and its complement. In the first region we have simply that $\partial = \frac{\partial}{\partial d} \cdot \nabla U (y)$.

After these preliminaries, we are now in position to introduce our approximate solutions. Let us define two smooth non negative cut-off functions $\chi_D : \mathbb{R}^n \to \mathbb{R}, \chi_0 : \mathbb{R} \to \mathbb{R}$ satisfying respectively (4.2.45), and (4.2.46) for $d (V - Q_0)$.

Now, using the new coordinates $y$ introduced at the end of Section 2.2, we define $u_{e,Q} (y) := \chi_{e_0} (e_0 (y)) \left[ (\partial Q (y) - \partial d (y)) \chi_D (y) + e_{e,Q} (y) \chi_0 (y_1 - d) \right]$. (4.2.47)

Following the line of [31] we prove that the $u_{e,Q}$'s are good approximate solutions to (4.1.1) for suitable conditions of $Q$.
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Proposition 4.2.12. Let $\mu_0$ be the constant appearing in Subsection 4.1.1. Then there exists another constant $C_q$, independent of $\epsilon$, such that, for $C_{\Omega} \leq d \leq \frac{1}{C_{\Omega}^2}$ and for $\epsilon d < \frac{\epsilon_0}{C_{\Omega}^2}$, the functions $u_{\epsilon,Q}$ satisfy

$$
||I'_e(u_{\epsilon,Q})|| \leq C\left(\epsilon^2 + \epsilon e^{-d(1+\alpha(1))} + e^{-\frac{d}{2}(1+\alpha(1))} \right) + e^{-\frac{d}{2}(1+\alpha(1))} e^{-\frac{d}{2}(1+\alpha(1))},
$$

for a fixed $C > 0$ and for $\epsilon$ sufficiently small.

Proof. Using the coordinates $y, \epsilon$ we can split $u_{\epsilon,Q}(y) = u_{\epsilon,Q}(y) + \hat{u}_{\epsilon,Q}(y)$, where $\hat{u}_{\epsilon,Q}$ is defined in (4.1.2) and

$$
\hat{u}_{\epsilon,Q}(y) = x_{\mu_0}(\epsilon y) \left[(\chi_{D}(y) - 1) U_Q(y) - \chi_{D}(y) \Xi_d(y) + \epsilon (\chi_{0}(y_d - 1) w_Q (y))\right].
$$

Then, if we test the gradient of $I_e$ at $u_{\epsilon,Q}$ on any function $v \in H_D^1(\Omega_\epsilon)$, we obtain

$$
I'_e(u_{\epsilon,Q})[v] = \int_{\Omega_\epsilon} (\nabla_v u_{\epsilon,Q} \nabla_v v + u_{\epsilon,Q} v) dy - \int_{\Omega_\epsilon} u_{\epsilon,Q}^p v dy
$$

$$
= \int_{\Omega_\epsilon} (\nabla_v \hat{u}_{\epsilon,Q} \nabla_v v + \hat{u}_{\epsilon,Q} v) dy - \int_{\Omega_\epsilon} \hat{u}_{\epsilon,Q}^p v dy
$$

$$
+ \int_{\Omega_\epsilon} (\nabla_v \hat{u}_{\epsilon,Q} \nabla_v v + \hat{u}_{\epsilon,Q} v) dy - \int_{\Omega_\epsilon} \left(\hat{u}_{\epsilon,Q}^p - u_{\epsilon,Q}^p\right) v dy
$$

$$
= I'_e(\hat{u}_{\epsilon,Q})[v] + A_1 + A_2,
$$

(4.2.50)

where

$$
A_1 = \int_{\Omega_\epsilon} (\nabla_v \hat{u}_{\epsilon,Q} \nabla_v v + \hat{u}_{\epsilon,Q} v) dy; \quad A_2 = \int_{\Omega_\epsilon} \left(\hat{u}_{\epsilon,Q}^p - u_{\epsilon,Q}^p\right) v dy.
$$

By Proposition 4.1.1 and in particular by (4.1.4) we have that $I'_e(\hat{u}_{\epsilon,Q})[v]$ is of order at most $\epsilon^2$. Hence we only need to estimate $A_1$ and $A_2$ in the last line of (4.2.50).

To estimate $A_1$, we divide further $\hat{u}_{\epsilon,Q} = \hat{u}_{\epsilon,Q,1} + \hat{u}_{\epsilon,Q,2} + \hat{u}_{\epsilon,Q,3}$, where

$$
\hat{u}_{\epsilon,Q,1}(y) = x_{\mu_0}(\epsilon y) (\chi_{D}(y) - 1) U_Q(y), \quad \hat{u}_{\epsilon,Q,2}(y) = x_{\mu_0}(\epsilon y) \chi_{D}(y) \Xi_d(y); \quad \hat{u}_{\epsilon,Q,3}(y) = x_{\mu_0}(\epsilon y) \epsilon (\chi_0(y_d - 1) w_Q(y)).
$$

Then we write $A_1 = A_{1,1} + A_{1,2} + A_{1,3}$, with

$$
A_{1,i} = \int_{\Omega_\epsilon} (\nabla_v \hat{u}_{\epsilon,Q,i} \nabla_v v + \hat{u}_{\epsilon,Q,i} v) dy, \quad i = 1, 2, 3.
$$

(4.0.3) and (4.1.3) we get

$$
|A_{1,1}| \leq e^{-\frac{4D}{16}(1+\alpha(1))} ||v||_{H_D^1(\Omega_\epsilon)}^2; \quad |A_{1,3}| \leq C e \left(1 + |d|^k\right) e^{-d} ||v||_{H_D^1(\Omega_\epsilon)}.
$$

(4.2.51)

To control $A_{1,2}$ we write that

$$
A_{1,2} = \int_{\Omega_\epsilon} (\nabla_v \hat{u}_{\epsilon,Q,2} \nabla_v v + \hat{u}_{\epsilon,Q,2} v) dy = \int_{\Omega_\epsilon} \left(g^{ij} \delta_{ij} \hat{u}_{\epsilon,Q,2} \delta_{ij} v + \hat{u}_{\epsilon,Q,2} v\right) dy
$$

$$
= \int_{\Omega_\epsilon} (\nabla \hat{u}_{\epsilon,Q,2} \nabla v + \hat{u}_{\epsilon,Q,2} v) dy + \int_{\Omega_\epsilon} \left(g^{ij} - \delta^{ij}\right) \delta_{ij} \hat{u}_{\epsilon,Q,2} \delta_{ij} v dy.
$$
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From the condition \( (c) \) in Subsection 2.2 we have that \(|g^{ij} - \delta^{ij}| \leq C \varepsilon |y|\); then
\[
|A_{1,2} - \int_{\Omega_e} (\nabla \tilde{u}_{e,Q,2} \nabla v + \tilde{u}_{e,Q,2} v) \, dy| \leq C e \left( \int_{\Omega_e} |y|^2 |\nabla \tilde{u}_{e,Q,2}|^2 \, dy \right)^{1/2} \|v\|_{H^1_{b}(\Omega_e)}.
\]
Since the support of \( \tilde{u}_{e,Q,2} \) is contained in the set \(|y| \leq \frac{3d}{8} \), we obtain from the last formula and \((4.2.32)\) that
\[
|A_{1,2} - \int_{\Omega_e} (\nabla \tilde{u}_{e,Q,2} \nabla v + \tilde{u}_{e,Q,2} v) \, dy| \leq C e d e^{-d(1 + o(1))} \|v\|_{H^1_{b}(\Omega_e)}.
\]
Now, since \( \Xi_{d} \) satisfies \((4.2.30)\), we have
\[
\int_{\Omega_e} \left( \nabla (\Xi_{d}(y) (\chi_{\mu_0} (ey) \chi_{\Omega}(y) - 1)) \nabla v + \Xi_{d}(y) (\chi_{\mu_0} (ey) \chi_{\Omega}(y) - 1) \right) \, dy.
\]
Since also \( Dd < \frac{1}{C_{d}} \), the function \( \chi_{\mu_0} (ey) \chi_{\Omega}(y) - 1 \) is identically zero in the set \(|y| \leq \frac{4d}{10} \) if \( C_{d} \) is sufficiently large. Then, using \((4.2.33), (4.2.34)\) and the Hölder inequality, we find that (also for \( D \) large)
\[
\int_{\Omega_e} \left| \nabla (\Xi_{d}(y) (\chi_{\mu_0} (ey) \chi_{\Omega}(y) - 1)) \nabla v + \Xi_{d}(y) (\chi_{\mu_0} (ey) \chi_{\Omega}(y) - 1) \right| \, dy
\]
For $y \in B_1$ we have that $x_{\mu_0}(ey) \equiv 1$, $x_D(y) \equiv 1$, $x_0(1-d) \equiv 1$, and hence $\hat{u}_{e,Q}(y) \equiv -E_d(y)$. By (4.2.33) we have also that $|\hat{u}_{e,Q}(y)| = |E_d(y)| \leq e^{-\frac{d}{2}} \frac{\sqrt{\tan \alpha}}{\sqrt{\tan^2 \alpha + 1}} + o(d) < \frac{1}{2} \hat{u}_{e,Q}$ for $y \in B_1$. This fact, (4.2.55) and the Hölder inequality yield

$$\int_{B_1} |\hat{u}_{e,Q}^P - u_{e,Q}^P|dy \leq C \int_{B_1} |\hat{u}_{e,Q}^{P-1}|\hat{u}_{e,Q}^P|dy \leq Ce^{-\frac{d}{2}} \frac{\sqrt{\tan \alpha}}{\sqrt{\tan^2 \alpha + 1}} + o(d) \|\nabla\|_{H^1_0(\Omega_e)}.$$  

On the other hand, in $B_2$ we have that $|\hat{u}_{e,Q}^P| < C \left(e^{-\frac{d}{2}} + o(d) + e^{-\frac{1+\alpha(1)}{\epsilon C_{\Omega_e}}} \right)$ and that $|\hat{u}_{e,Q}| \leq e^{-d + o(d)}$, therefore (4.2.55) and the Hölder inequality imply again

$$\int_{B_2} |\hat{u}_{e,Q}^P - u_{e,Q}^P|dy \leq C \left[e^{-\frac{d(1+\alpha(1))}{2}} + e^{-\frac{d+o(1)}{2}} + e^{-\frac{p-d+o(1)}{2}} + e^{-\frac{d+o(1)}{2}} \right] \|\| \|_{H^1_0(\Omega_e)}.\tag{4.2.56}$$

The last two formulas provide

$$|A_2| = C \left[\frac{\epsilon}{d} \frac{\sqrt{\tan \alpha}}{\sqrt{\tan^2 \alpha + 1}} + o(d) + e^{-d + o(d)} + \left(e^{\frac{-d(1+\alpha(1))}{2}} + e^{-\frac{d+o(1)}{2}} + e^{-\frac{p-d+o(1)}{2}} + e^{-\frac{d+o(1)}{2}} \right) \right] \|\| \|_{H^1_0(\Omega_e)}.\tag{4.2.57}$$

Finally, we obtain the conclusion from (4.1.4), (4.2.50), (4.2.54) and (4.2.56).

We have next another estimate for the functional $I_e$, which allows to say that the condition ii)' in Section 2.1 holds for $I_e$ and the manifold of the $u_{e,Q}$’s.

**Proposition 4.2.13.** Let $\mu_0$ be the constant appearing in Subsection 4.1.1. Then there exists another constant $C_{\Omega_e}$, independent of $\epsilon$, such that, for $C_{\Omega_e} \leq d \leq \frac{1}{\epsilon C_{\Omega_e}}$ and for $\epsilon D < \frac{\mu_0}{\epsilon C_{\Omega_e}}$, the functions $u_{e,Q}$ satisfy

$$\|I_e''(u_{e,Q})|q|\| \leq C \left(e^2 + e^{-d(1+\alpha(1))} + e^{-d\left(\frac{D \tan \alpha}{\tan^2 \alpha + 1} + \frac{2\tan \alpha}{\tan^2 \alpha + 1}\right)}(1+o(1)) \right) \left[\frac{\epsilon}{d} \frac{\sqrt{\tan \alpha}}{\sqrt{\tan^2 \alpha + 1}} + o(d) + e^{-d + o(d)} + \left(e^{\frac{-d(1+\alpha(1))}{2}} + e^{-\frac{d+o(1)}{2}} + e^{-\frac{p-d+o(1)}{2}} + e^{-\frac{d+o(1)}{2}} \right) \right] \|\| \|_{H^1_0(\Omega_e)}.$$  

for some fixed $C > 0$ and for $\epsilon$ sufficiently small. In the above formula $q$ represents a vector in $H^1_0(\Omega_e)$ which is tangent to the manifold of the $u_{e,Q}$’s (when $Q$ varies).

**Proof.** Since the arguments are quite similar to those in the proof of Proposition 4.2.12, we will be rather quick. Using the fact that $\det(g^{ij}) = 1$ and the first line in (4.2.50), for any given test function $v \in H^1_0(\Omega_e)$ we can write that

$$I_e'(u_{e,Q})(v) = \sum_{i,j} \int_{\mathbb{R}^d} \left(g^{ij} \delta(u_{e,Q}) v + u_{e,Q} v \right) dy - \int_{\mathbb{R}^d} u_{e,Q}^P v dy.$$  

We want to differentiate next with respect to the parameter $Q$, taking first a variation $q_T$ of the point $Q$ for which $d$ stays fixed, namely we take the tangential derivative to the level set of the distance $d$ to the interface. Let us notice that in the above formula the dependence on
Q is in the metric coefficients $q^{ij}$ and in the function $w_Q$ appearing in the expression of $u_{e,Q}$ (see (4.2.47)). Therefore we obtain

$$ \frac{\partial}{\partial Q_T} I_e^2 (u_{e,Q}) [v] = I_e'' (u_{e,Q}) \left[ \frac{\partial u_{e,Q}}{\partial Q_T}, v \right] $$

$$ = \sum_{i,j} \int_{R^2_T} \frac{\partial g^{ij}}{\partial Q} \partial_i u_{e,Q_T} \partial_j v dy + \sum_{i,j} \int_{R^2_T} \left( g^{ij} \partial_i \frac{\partial u_{e,Q}}{\partial Q_T} \partial_j v + \partial_i u_{e,Q} \frac{\partial u_{e,Q}}{\partial Q_T} v \right) dy $$

$$ - p \int_{R^2_T} u_{e,Q}^{-1} \frac{\partial u_{e,Q}}{\partial Q_T} v dy. \tag{4.2.58} $$

From Remark 2.2.1 (ii) we have that $\frac{\partial g^{ij}}{\partial Q}$ is of order $\epsilon^2 |y|$. Moreover, computing the expression of $\frac{\partial u_{e,Q}}{\partial Q_T}$ we obtain $\frac{\partial u_{e,Q}}{\partial Q_T} = \epsilon x_{\mu_0} (y_j) \chi(y_1 - d) \frac{\partial w_Q}{\partial Q_T} = o \left( \epsilon^2 (1 + |y|^K) e^{-|y|} \right)$, see Subsection 2.2.2 in [31]. Reasoning as in the proof of Proposition 4.2.12 we then have

$$ \left\| \frac{\partial}{\partial Q_T} I_e^2 (u_{e,Q}) [v] \right\| \leq C \epsilon^2 \|v\|_{H^1_D (\Omega_e)} \quad \text{for every } v \in H^1_D (\Omega_e). \tag{4.2.59} $$

On the other hand, when we take a variation $q_d$ of $Q$ along the gradient of $d$, similarly to (4.2.58) we get

$$ \frac{\partial}{\partial Q_d} I_e^2 (u_{e,Q}) [v] = I_e'' (u_{e,Q}) \left[ \frac{\partial u_{e,Q}}{\partial Q_d}, v \right] $$

$$ = \sum_{i,j} \int_{R^2_T} \frac{\partial g^{ij}}{\partial Q_d} \partial_i u_{e,Q_d} \partial_j v dy + \sum_{i,j} \int_{R^2_T} \left( g^{ij} \partial_i \frac{\partial u_{e,Q}}{\partial Q_d} \partial_j v + \partial_i u_{e,Q} \frac{\partial u_{e,Q}}{\partial Q_d} v \right) dy $$

$$ - p \int_{R^2_T} u_{e,Q}^{-1} \frac{\partial u_{e,Q}}{\partial Q_d} v dy. \tag{4.2.60} $$

Concerning the derivatives of $g^{ij}$ with respect to $Q_d$ we can argue exactly as for $Q_T$, to find

$$ \left| \sum_{i,j} \int_{R^2_T} \frac{\partial g^{ij}}{\partial Q_d} \partial_i u_{e,Q_d} \partial_j v dy \right| \leq C \epsilon^2 \|v\|_{H^1_D (\Omega_e)}. $$

Now, computing the derivative of $u_{e,Q}$ with respect to $Q_d$ is more complicated than the previous case, because $\frac{\partial u_{e,Q}}{\partial Q_d}$ has a more involved expression. If we assume that the cut-off function $X_D (y)$ is defined as $\chi_D \left( \frac{y}{d} \right)$ for some fixed $\chi_D$, we obtain

$$ \frac{\partial u_{e,Q}}{\partial Q_d} = -x_{\mu_0} \chi_D \frac{\partial \Sigma}{\partial d} + \frac{1}{d^2 x_{\mu_0}} (\Sigma - U_Q) y \cdot \nabla \chi_D \left( \frac{y}{d} \right) + \epsilon x_{\mu_0} w_Q \frac{\partial \chi_D}{\partial Q} (y_1 - d) $$

$$ + \epsilon x_{\mu_0} \chi_D (y_1 - d) \frac{\partial w_Q}{\partial Q_d}. \tag{4.2.61} $$

It is easy to see that the last two terms in the right hand side give a contribution to (4.2.60) of order at most $\epsilon^2 d (1 + o(1)) \|v\|_{H^1_D (\Omega_e)}$ and $\epsilon^2 e d (1 + o(1)) \|v\|_{H^1_D (\Omega_e)}$ respectively. Concerning the second one, we can use the fact that the support of $\nabla \chi_D$ is contained in the set $\{ |y| > \frac{d D}{T} \}$, together with (4.2.33), (4.2.34) to see that the contribution of this term is at most of order

$$ \left( e^{-\left( \frac{d D}{T} + \frac{2}{1 + \frac{\tan \alpha (1 + o(1))}{\tan^2 \alpha + 1}} \right)(1 + o(1)) + \epsilon^{-\frac{d D}{T} (1 + o(1))}} \right) \|v\|_{H^1_D (\Omega_e)}. $$
We can then focus on the first term in the right hand side of \((4.2.61)\), and consider the quantity

\[
- \sum_{i,j} \int_{\mathbb{R}^n_{+}} \left( g^{ij} \partial_{i} \left( \chi_{\mu_{0}} \chi_{D} \frac{\partial \Xi_{d}}{\partial d} \right) \partial_{j} v + \chi_{\mu_{0}} \chi_{D} \frac{\partial \Xi_{d}}{\partial d} \right) \, dy + p \int_{\mathbb{R}^n_{+}} u_{e,Q}^{-1} \chi_{\mu_{0}} \chi_{D} \frac{\partial \Xi_{d}}{\partial d} \, v \, dy.
\]

\( (4.2.62) \)

Now, using condition (c) at the end of Section 2.2 and \((4.2.42)\), if we substitute the coefficients \(g^{ij}\) with the Kronecker symbols we find a difference of order

\[
e^{-d(1+o(1))} + e^{-d \left( \frac{p - 2}{2} + \frac{\sqrt{\tan \alpha}}{\tan^{2} \alpha + 1} \right)} \left( 1 + o(1) \right).
\]

It remains to estimate the last term in \((4.2.62)\). Using \((4.2.42)\), \((4.2.43)\) and the exponential decay of \(u_{e,Q}\) and reasoning with argument similar to those for \((4.2.56)\), we find that it is of order

\[
e^{-d(1+o(1))} \left( e^{-d \left( \frac{p - 2}{2} + \frac{\sqrt{\tan \alpha}}{\tan^{2} \alpha + 1} \right)} + e^{-d \left( \frac{p - 1}{2} + o \left( \epsilon^2 \right) \right)} \right) \|v\|_{H^1_{\Omega}(\Omega_{e})}.
\]

All the above comments yield that

\[
\left\| \frac{\partial}{\partial Q_{d}} 1'_{e} (u_{e,Q}) [v] \right\| \leq C \left( e^2 + e^{-d(1+o(1))} + e^{-d \left( \frac{p - 2}{2} + \frac{\sqrt{\tan \alpha}}{\tan^{2} \alpha + 1} \right)} \left( 1 + o(1) \right) \right) \|v\|_{H^1_{\Omega}(\Omega_{e})}
\]

\[\quad + C \left( e^{-d \left( \frac{p - 1}{2} \right)} (1 + o(1)) + e^{-d \left( \frac{p - 2}{2} + \frac{\sqrt{\tan \alpha}}{\tan^{2} \alpha + 1} \right)} (1 + o(1)) \right) \|v\|_{H^1_{\Omega}(\Omega_{e})}.
\]

\( (4.2.63) \)

From \((4.2.59)\) and \((4.2.63)\) we finally obtain the desired conclusion.

\( \square \)

**Case** \( \frac{\pi}{2} \leq \alpha \leq \pi \)

In this subsection we introduce the manifold of approximate solutions in the case \( \frac{\pi}{2} \leq \alpha \leq \pi \). Since the construction is substantially the same as in the previous subsection, we will be rather sketchy.

Let us consider the solution of \((4.2.5)\), \(\phi_{d}\), and the function \(\Xi_{d}\) defined in \((4.2.29)\). Reasoning as at the beginning of the Subsection 4.2.3, we derive norm estimate for \(\Xi_{d}\):

\[
\|\Xi_{d}\|_{H^1(\Omega_{d} - \Omega_{o})} \leq e^{-d(1+o(1))}.
\]
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Moreover, from Proposition 4.2.10 we also obtain pointwise estimates for \( \Xi_d \) and its gradient.

Now, using the cut-off functions (4.2.45), (4.2.46), we define, in the new coordinates \( y \) introduced in Subsection 4.1.1, the functions

\[
 u_{\epsilon,Q} (y) := \chi_{W_0} (\epsilon y) \left[ (U_Q (y) - \Xi_d (y)) \chi_D (y) + \epsilon w_Q (y) \chi_0 (y_1 - d) \right].
\]

Following the line of the Subsection 4.2.3 we prove that the \( u_{\epsilon,Q} \)'s are good approximate solutions to (4.1.1) for suitable conditions of \( Q \). Since the computations in the following proposition are the same as in Proposition 3.12 and Proposition 3.13 in [31] we will omit the proof.

**Proposition 4.2.14.** Let \( \mu_0 \) be the constant appearing in Subsection 4.1.1. Then there exists another constant \( C_{\Omega} \), independent of \( \epsilon \), such that, for \( C_{\Omega} \leq d \leq \frac{1}{\epsilon C_{\Omega}} \) and for \( Dd < \frac{\mu_0}{\epsilon C_{\Omega}} \), the functions \( u_{\epsilon,Q} \) satisfy

\[
\begin{align*}
\|I'_{\epsilon} (u_{\epsilon,Q})\| & \leq C \left( \epsilon^2 + \epsilon e^{-d(1+o(1))} + e^{-\frac{d(p+1)}{2}(1+o(1))} + e^{-\frac{3}{2}d(1+o(1))} \right), \quad (4.2.64) \\
\|I''_{\epsilon} (u_{\epsilon,Q}) [q]\| & \leq C \left( \epsilon^2 + \epsilon \exp^{-d(1+o(1))} + e^{-\frac{d(p+1)}{2}(1+o(1))} + e^{-\frac{3}{2}d(1+o(1))} \right) \|q\|, \quad (4.2.65)
\end{align*}
\]

for some fixed \( C > 0 \) and for \( \epsilon \) sufficiently small. In (4.2.65) \( q \) represents a vector in \( H^1_D (\Omega_\epsilon) \) which is tangent to the manifold of the \( u_{\epsilon,Q} \)'s (when \( Q \) varies).

**Case \( \pi < \alpha < 2\pi \)**

In this subsection we introduce the manifold of approximate solutions in the case \( \pi < \alpha < 2\pi \).

Also in this case we will be very quick, since the construction is the same as in the previous subsections.

Let us consider the solution of (4.2.5), \( \Phi^d \), and the function \( \Xi_d \) defined in (4.2.29). Reasoning as at the beginning of the Subsection 4.2.3, we derive norm estimate for \( \Xi_d \):

\[
\|\Xi_d\|_{H^1(d(\Xi_d - Q_0))} \leq e^{-d(1+o(1))}.
\]

Moreover, from Proposition 4.2.11 we also obtain pointwise estimates for \( \Xi_d \) and its gradient.

Now, using the cut-off functions (4.2.45), (4.2.46), we define, in the new coordinates \( y \) introduced in Subsection 4.1.1, the functions

\[
 u_{\epsilon,Q} (y) := \chi_{W_0} (\epsilon y) \left[ (U_Q (y) - \Xi_d (y)) \chi_D (y) + \epsilon w_Q (y) \chi_0 (y_1 - d) \right].
\]

Following the line of the Subsection 4.2.3 we obtain that the \( u_{\epsilon,Q} \)'s are good approximate solutions to (4.1.1) for suitable conditions of \( Q \). Since the computations in the following proposition are very similar to those in Proposition 3.12 and Proposition 3.13 in [31] we will omit the proof.

**Proposition 4.2.15.** Let \( \mu_0 \) be the constant appearing in Subsection 4.1.1. Then there exists another constant \( C_{\Omega} \), independent of \( \epsilon \), such that, for \( C_{\Omega} \leq d \leq \frac{1}{\epsilon C_{\Omega}} \) and for \( Dd < \frac{\mu_0}{\epsilon C_{\Omega}} \), the functions \( u_{\epsilon,Q} \) satisfy

\[
\begin{align*}
\|I'_{\epsilon} (u_{\epsilon,Q})\| & \leq C \left( \epsilon^2 + \epsilon e^{-d(1+o(1))} + e^{-\frac{d(p+1)}{2}(1+o(1))} + e^{-\frac{3}{2}d(1+o(1))} \right), \quad (4.2.66) \\
\|I''_{\epsilon} (u_{\epsilon,Q}) [q]\| & \leq C \left( \epsilon^2 + \epsilon \exp^{-d(1+o(1))} + e^{-\frac{d(p+1)}{2}(1+o(1))} + e^{-\frac{3}{2}d(1+o(1))} \right) \|q\|, \quad (4.2.67)
\end{align*}
\]
and
\[
\|I_\varepsilon''(u_{\varepsilon, Q})[q]\| \leq C \left( e^2 + \varepsilon \exp\left[-d(1+\alpha(1)) + e^{-\frac{d(p+1)}{2}(1+\alpha(1))}\right] + e^{-\frac{d}{2}(1+\alpha(1))}\right) \|q\|, \quad (4.2.67)
\]
for some fixed \(C > 0\) and \(\varepsilon\) sufficiently small. In (4.2.67) \(q\) represents a vector in \(H^1_D(\Omega_\varepsilon)\) which is tangent to the manifold of the \(u_{\varepsilon, Q}\)'s (when \(Q\) varies).

4.3 Proof of Theorem 4.0.6

To prove our main Theorem we need to derive an expansion in terms of \(Q\) and \(\varepsilon\) of the energy of approximate solutions. Then we can apply the abstract theory in Section 2.1 to obtain the existence result.

In the case \(\frac{\pi}{2} \leq \alpha \leq \pi\) the energy expansions for the approximate solutions \(u_{\varepsilon, Q}\) are the same as in the case \(\alpha = \pi\), see Proposition 4.1 and Proposition 4.2 in [31]. Then also the definition of the critical manifold and the study of the reduced functional are the same. Therefore for the proof of Theorem 4.0.6 in the case \(\frac{\pi}{2} \leq \alpha \leq \pi\) we refer the reader to Section 4 in [31].

In the case \(\pi < \alpha < 2\pi\), even if the approximate solutions are different from the previous case, the energy expansions turn out to be the same. Then also in this case we omit the proof of Theorem 4.0.6 and refer the reader to Section 4 in [31].

In the case \(0 < \alpha < \frac{\pi}{2}\) the energy expansions are quite different, so we will give the proof in the details.

From now on we will assume \(0 < \alpha < \frac{\pi}{2}\).

4.3.1 Energy expansions for the approximate solutions \(u_{\varepsilon, Q}\)

Here we expand \(I_\varepsilon(u_{\varepsilon, Q})\) in terms of \(Q\) and \(\varepsilon\), where \(u_{\varepsilon, Q}\) is the function defined in (4.2.47).

**Proposition 4.3.1.** For \(\varepsilon \to 0\) and \(d = d(Q) \to +\infty\), the following expansion holds
\[
I_\varepsilon(u_{\varepsilon, Q}) = \tilde{C}_0 - \tilde{C}_1 \varepsilon H(\varepsilon Q) + e^{-2d(1+\alpha(1))} + e\left(-\frac{d - \frac{\pi}{2} \tan^{-1} \frac{\pi}{2}}{\sqrt{\tan^{-1} \frac{\pi}{2}}}ight)(1+\alpha(1)) + o(\varepsilon^2), \quad (4.3.1)
\]
where \(\tilde{C}_0\) and \(\tilde{C}_1\) are the constants in Proposition 4.1.1.

**Proof.** As in the proof of Proposition 4.2.12, let us write \(u_{\varepsilon, Q}(y) = \tilde{u}_{\varepsilon, Q}(y) + \bar{u}_{\varepsilon, Q}(y)\), see (4.1.2) and (4.2.49). Then, using the coordinates \(y\) introduced in Subsection 4.1.1, we find that
\[
I_\varepsilon(u_{\varepsilon, Q}) = I_\varepsilon(\tilde{u}_{\varepsilon, Q}) + \int_{\Omega_\varepsilon} \left( \nabla_g \tilde{u}_{\varepsilon, Q} \nabla_g \bar{u}_{\varepsilon, Q} + \bar{u}_{\varepsilon, Q} \bar{u}_{\varepsilon, Q} \right) \, dy + \frac{1}{2} \int_{\Omega_\varepsilon} \left( \nabla_g \bar{u}_{\varepsilon, Q} \right)^2 + \bar{u}_{\varepsilon, Q}^2 \, dy + \frac{1}{p+1} \int_{\Omega_\varepsilon} \left( |\tilde{u}_{\varepsilon, Q}|^{p+1} - |u_{\varepsilon, Q}|^{p+1} \right) \, dy \quad (4.3.2)
\]

Using condition (c) at the end of Section 2.2 we have that
\[
\left| \int_{\Omega_\varepsilon} \left( \nabla_g \tilde{u}_{\varepsilon, Q} \nabla_g \bar{u}_{\varepsilon, Q} + \bar{u}_{\varepsilon, Q} \bar{u}_{\varepsilon, Q} \right) \, dy - \int_{R^n} \left( \nabla \tilde{u}_{\varepsilon, Q} \nabla \bar{u}_{\varepsilon, Q} + \bar{u}_{\varepsilon, Q} \bar{u}_{\varepsilon, Q} \right) \, dy \right| \leq C \varepsilon \int_{R^n} |y| \|\nabla \tilde{u}_{\varepsilon, Q} \| \|\nabla \bar{u}_{\varepsilon, Q} \| \, dy; \quad (4.3.3)
\]
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\[ \int_{\Omega} \left( |\nabla u_{e,Q}|^2 + \tilde{u}_{e,Q}^2 \right) \, dy \leq \int_{\mathbb{R}^n_+} \left( |\nabla \tilde{u}_{e,Q}|^2 + \tilde{u}_{e,Q}^2 \right) \, dy \leq C \varepsilon \int_{\mathbb{R}^n_+} |y| |\nabla \tilde{u}_{e,Q}|^2 \, dy. \] (4.3.4)

Concerning (4.3.3), we can divide the domain of integration into \( B_{\frac{1}{2}}(0) \) and its complement and use (4.0.3), (4.1.3), (4.2.32), (4.2.33), (4.2.34) to find
\[ C \varepsilon \int_{\mathbb{R}^n_+} |y| |\nabla \tilde{u}_{e,Q}| \cdot |\nabla \tilde{u}_{e,Q}| \, dy \leq C \varepsilon \left( e^{-\frac{1}{2}d(1+o(1))} + e^{-d \left( 1 + \frac{\sqrt{2} \tan \alpha}{\sqrt{\tan^2 \alpha + 1}} \right)(1+o(1))} \right). \]

For (4.3.4), the same estimates yield
\[ C \varepsilon \int_{\mathbb{R}^n_+} |y| |\nabla \tilde{u}_{e,Q}|^2 \, dy \leq C \varepsilon \left( e^{-2d(1+o(1))} + e^{-d \left( 1 + \frac{\sqrt{2} \tan \alpha}{\sqrt{\tan^2 \alpha + 1}} \right)(1+o(1))} \right). \]

The last two formulas, (4.3.2), (4.3.3), (4.3.4) imply
\[ I_\varepsilon (u_{e,Q}) = I_\varepsilon (\tilde{u}_{e,Q}) + \int_{\mathbb{R}^n} (\nabla \tilde{u}_{e,Q} \nabla \tilde{u}_{e,Q} + \tilde{u}_{e,Q} \tilde{u}_{e,Q}) \, dy \]
\[ + \frac{1}{2} \int_{\mathbb{R}^n} (|\nabla \tilde{u}_{e,Q}|^2 + \tilde{u}_{e,Q}^2) \, dy \]
\[ + \frac{1}{p+1} \int_{\Omega_e} \left( |u_{e,Q}|^{p+1} - |u_{e,Q}|^{p+1} \right) \, dy \]
\[ + o \left( e^{\frac{p+1-d(1+o(1))}{p+1}} + e^{e^{-d(1+o(1))}} \right). \] (4.3.5)

Using the same notation as in the proof of Proposition 4.2.12, we write \( \tilde{u}_{e,Q} = \tilde{u}_{e,Q,1} + \tilde{u}_{e,Q,2} + \tilde{u}_{e,Q,3} \). Formulas (4.0.3) and (4.1.3) imply
\[ \left| \int_{\mathbb{R}^n} (\nabla \tilde{u}_{e,Q} \nabla \tilde{u}_{e,Q,1} + \tilde{u}_{e,Q} \tilde{u}_{e,Q,1}) \, dy \right| \leq C e^{-\frac{dD}{p+1}(1+o(1))}, \]
\[ \left| \int_{\mathbb{R}^n} (\nabla \tilde{u}_{e,Q} \nabla \tilde{u}_{e,Q,3} + \tilde{u}_{e,Q} \tilde{u}_{e,Q,3}) \, dy \right| \leq C e^{-d(1+o(1))}, \]
from which we deduce that
\[ \int_{\mathbb{R}^n} (\nabla \tilde{u}_{e,Q} \nabla \tilde{u}_{e,Q} + \tilde{u}_{e,Q} \tilde{u}_{e,Q}) \, dy = \int_{\mathbb{R}^n} (\nabla \tilde{u}_{e,Q} \nabla \tilde{u}_{e,Q,2} + \tilde{u}_{e,Q} \tilde{u}_{e,Q,2}) \, dy \]
\[ + o \left( e^{-\frac{dD}{p+1}(1+o(1))} + e^{-d(1+o(1))} \right). \]

Similar estimates also yield
\[ \int_{\mathbb{R}^n} (|\nabla \tilde{u}_{e,Q}|^2 + \tilde{u}_{e,Q}^2) \, dy = \int_{\mathbb{R}^n} (|\nabla \tilde{u}_{e,Q,2}|^2 + \tilde{u}_{e,Q,2}^2) \, dy \]
\[ + o \left( e^{-\frac{dD}{p+1}(1+o(1))} + e^{-d(1+o(1))} \right). \]

From a straightforward computation one finds that for any function \( \nu \)
\[ \nabla \tilde{u}_{e,Q,2} \nabla \nu + \tilde{u}_{e,Q,2} \nu = \]
\[ \nabla \Xi_d \cdot (\chi_{\nu_0} (\cdot) \chi_D \nu) + \Xi_d \chi_{\nu_0} (\cdot) \chi_D \nu + \nabla (\chi_{\nu_0} (\cdot) \chi_D) (\Xi_d \nabla \nu - \nu \nabla \Xi_d). \]
Applying this relation for \( v = \bar{u}_{e,Q} \) and \( v = \tilde{u}_{e,Q,2} \) respectively, and using (4.0.3), (4.1.3), (4.2.32), (4.2.33) and (4.2.34) we find that

\[
\int_{R^n} (\nabla \bar{u}_{e,Q} \nabla \tilde{u}_{e,Q,2} + \bar{u}_{e,Q} \tilde{u}_{e,Q,2}) \, dy = \\
\int_{R^n} \left( (\nabla (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q}) \nabla \Xi_d + \chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q} \Xi_d) \right) \, dy \\
+ o \left( e^{-\left( \frac{d + \sqrt{\tan \alpha \tan \alpha + 1}}{\tan \alpha} \right) \left( 1 + o(1) \right)} + e^{-\frac{d}{2} \left( 1 + o(1) \right)} \right) \\
+ e \left( \frac{d\bar{u}_{e,Q} + \bar{u}_{e,Q}}{2} \sqrt{\frac{D_{\tan \alpha} \tan \alpha + 1}{\tan^2 \alpha + 1}} \right) \left( 1 + o(1) \right) ;
\]

\[
\int_{R^n} \left( |\nabla \bar{u}_{e,Q,2}|^2 + \bar{u}_{e,Q,2}^2 \right) \, dy = \int_{R^n} \left( \nabla (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q}) \nabla \Xi_d + (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q})^2 \right) \, dy.
\]

Using now the fact that, by our construction, the function

\[
\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q} = \chi_{\mu_0} (\cdot) XD (\bar{u}_{e,Q} + \bar{u}_{e,Q})
\]

vanishes on \( d(\Omega_D - Q_0) \), from (4.2.30) we obtain

\[
\int_{R^n} \left( (\nabla (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q}) \nabla \Xi_d + \chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q} \Xi_d) \right) \, dy \\
+ \frac{1}{2} \int_{R^n} \left( |\nabla (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q})|^2 + (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q})^2 \right) \, dy \\
= \frac{1}{2} \int_{R^n} \left( \nabla (\chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q}) \nabla \Xi_d + \chi_{\mu_0} (\cdot) XD \bar{u}_{e,Q} \Xi_d \right) \, dy.
\]

From (4.3.5) and the last eight formulas we find

\[
I_e (u_{e,Q}) = I_e (u_{e,Q}) + \frac{1}{2} \int_{R^n} \left( \nabla \bar{u}_{e,Q} \nabla \tilde{u}_{e,Q} + \bar{u}_{e,Q} \tilde{u}_{e,Q} \right) \, dy \\
+ \frac{1}{p + 1} \int_{\Omega_e} \left( |\bar{u}_{e,Q}|^{p+1} - |u_{e,Q}|^{p+1} \right) \, dy \\
+ o \left( e^{-\left( \frac{d\bar{u}_{e,Q} + \bar{u}_{e,Q}}{2} \right) \left( 1 + o(1) \right)} + e^{-\frac{d}{2} \left( 1 + o(1) \right)} \right) \\
+ e \left( e^{-\frac{d}{2} \left( 1 + o(1) \right)} + e^{-\frac{d}{2} \left( 1 + o(1) \right)} \right) .
\]

From (4.0.3), (4.1.3), (4.1.4) and (4.2.32) we have that

\[
\int_{R^n} (\nabla \bar{u}_{e,Q} \nabla \tilde{u}_{e,Q} + \bar{u}_{e,Q} \tilde{u}_{e,Q}) \, dy = I'_e (\bar{u}_{e,Q}) [\tilde{u}_{e,Q}] + \int_{\Omega_e} |u_{e,Q}|^p u_{e,Q} \, dy \\
\leq C e^{2} e^{-d \left( 1 + o(1) \right)} + \int_{\Omega_e} |u_{e,Q}|^p u_{e,Q} \, dy,
\]
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and then
\[
I_e(u_{e, Q}) = I_e(\bar{u}_{e, Q}) + \frac{1}{2} \int_{\Omega_e} |\bar{u}_{e, Q}|^p \bar{u}_{e, Q} dy + \frac{1}{p+1} \int_{\Omega_e} \left( |\bar{u}_{e, Q}|^{p+1} - |u_{e, Q}|^{p+1} \right) dy + o \left( e^{-d/(1+\alpha(1))} + e^{-\frac{d(p+1)}{2}(1+\alpha(1))} \right)
\]

Using a Taylor expansion we can write that
\[
|\bar{u}_{e, Q}|^{p+1} - |u_{e, Q}|^{p+1} = \begin{cases} -(p+1) |\bar{u}_{e, Q}|^p |\bar{u}_{e, Q}| + o \left( |\bar{u}_{e, Q}|^p |\bar{u}_{e, Q}|^2 \right) \quad \text{for } \bar{u}_{e, Q} \in (0, \frac{1}{2} u_{e, Q}), \\ o \left( |\bar{u}_{e, Q}|^p |\bar{u}_{e, Q}| + |\bar{u}_{e, Q}|^{p+1} \right) \quad \text{otherwise}, \end{cases} \tag{4.3.7}
\]

As for the estimate of $A_2$ in (4.2.56), we divide the domain into the two regions $B_1$, $B_2$, and deduce that
\[
\frac{1}{p+1} \int_{\Omega_e} \left( |\bar{u}_{e, Q}|^{p+1} - |u_{e, Q}|^{p+1} \right) dy = -\int_{\Omega_e} |\bar{u}_{e, Q}|^p \bar{u}_{e, Q} dy + o \left( e^{-\frac{d(p+1)}{2}(1+\alpha(1))} + e^{-\frac{d(p+2)}{2}(1+\alpha(1))} \right) + e^{2} e^{-d(1+\alpha(1))}. \tag{4.3.6}
\]

Therefore using (4.3.6) the energy becomes
\[
I_e(u_{e, Q}) = I_e(\bar{u}_{e, Q}) - \frac{1}{2} \int_{\Omega_e} |\bar{u}_{e, Q}|^p \bar{u}_{e, Q} dy + o \left( e^{-\frac{d(p+1)}{2}(1+\alpha(1))} + e^{-\frac{d(p+2)}{2}(1+\alpha(1))} \right)
\]

From (4.2.33), the expression of $\bar{u}_{e, Q}$ and the estimates in the same spirit as above one finds that
\[
\int_{\Omega_e} |\bar{u}_{e, Q}|^p \bar{u}_{e, Q} dy = -\left( e^{-2d(1+\alpha(1))} + e^{-\frac{d(p+1)}{2}(1+\alpha(1))} \right),
\]

and hence from Proposition 4.1.1 we finally find
\[
I_e(u_{e, Q}) = \tilde{C}_0 - \tilde{C}_1 \epsilon H(\epsilon Q) + O \left( \epsilon^2 \right) + e^{-2d(1+\alpha(1))} + e^{-\frac{d(p+1)}{2}(1+\alpha(1))}
\]

\[
+ o \left( e^{-\frac{d(p+1)}{2}(1+\alpha(1))} + e^{2} e^{-d(1+\alpha(1))} \right) - \frac{\sqrt{2} \epsilon^2}{\tan^2 \alpha + 1} \left( e^{-\frac{d(p+1)}{2}(1+\alpha(1))} + e^{2} e^{-d(1+\alpha(1))} \right). \tag{4.3.8}
\]

The conclusion follows from the Schwartz inequality.
We give also a related result about the computation of the derivative of the energy with respect to $Q$. Again, we will be rather sketchy in the proof since the arguments are quite similar to the previous ones.

**Proposition 4.3.2.** For $\epsilon \to 0$ and $d = d(Q) \to +\infty$, the following expansions hold

\[
\frac{\partial}{\partial Q_I} I_\epsilon (u_{e,Q}) = -\tilde{C}_1 \epsilon^2 V_\tau H(\epsilon Q) + o(\epsilon^2); \tag{4.3.9}
\]

\[
\frac{\partial}{\partial Q_d} I_\epsilon (u_{e,Q}) = -\tilde{C}_1 \epsilon^2 V_\alpha H(\epsilon Q) - \epsilon \frac{d - \sqrt{\tan \alpha}}{\sqrt{\tan^2 \alpha + 1}} (1 + o(1)) + o(\epsilon^2), \tag{4.3.10}
\]

where $\tilde{C}_0$ and $\tilde{C}_1$ are the constants in Proposition 4.1.1.

**Proof.** After some elementary calculations, recalling the definition of $\bar{u}_{e,Q}$ in (4.1.2), we can write

\[
I'_\epsilon (u_{e,Q}) \left[ \frac{\partial u_{e,Q}}{\partial Q} \right] = \frac{\partial}{\partial Q} I_\epsilon (\bar{u}_{e,Q}) + \int_{\Omega_e} \left( \nabla \bar{u}_{e,Q} \nabla g \frac{\partial \bar{u}_{e,Q}}{\partial Q} + \bar{u}_{e,Q} \frac{\partial u_{e,Q}}{\partial Q} \right) dy
\]

\[
- \int_{\Omega_e} \bar{u}^p_{e,Q} \frac{\partial \bar{u}_{e,Q}}{\partial Q} dy
\]

\[
+ \int_{\Omega_e} \left( \nabla \bar{u}_{e,Q} \nabla g \frac{\partial \bar{u}_{e,Q}}{\partial Q} + \bar{u}_{e,Q} \frac{\partial u_{e,Q}}{\partial Q} \right) dy
\]

\[
+ \int_{\Omega_e} \left( u^p_{e,Q} - u^p_{e,Q} \right) \frac{\partial u_{e,Q}}{\partial Q} dy, \tag{4.3.11}
\]

where $\bar{u}_{e,Q} = u_{e,Q} - \bar{u}_{e,Q}$ was defined in (4.2.49). The first term on the right hand side is estimated in Proposition 4.1.1. The next two, integrating by parts and using Proposition 4.1.1, can be estimated in terms of a quantity like

\[
C \epsilon^2 \int_{\Omega_e} \left( 1 + |y|^k \right) \left| \frac{\partial \bar{u}_{e,Q}}{\partial Q} \right| dy.
\]

From the same arguments as in the proof of Proposition 4.2.13 one deduces that the latter integral is of order $\epsilon^2 e^{-2d(1 + o(1))} \frac{d - \sqrt{\tan \alpha}}{\sqrt{\tan^2 \alpha + 1}} (1 + o(1))$. To control the first integral in the last line of (4.3.11) we can reason as for the estimate of $A_{1,2}$ in the proof of Proposition 4.2.12 to see that this is of order $e^{-d(1 + o(1))} (e + e^{-d(1 + o(1))}) \left\| \frac{\partial \bar{u}_{e,Q}}{\partial Q} \right\|_{L^2(\Omega_e)}$. From the proof of Proposition 4.2.13 one can deduce that $\left\| \frac{\partial \bar{u}_{e,Q}}{\partial Q} \right\|_{L^2(\Omega_e)} \leq C (e^2 + e^{-d(1 + o(1))})$, and hence the integral under interest is controlled by $o(\epsilon^2) + e^{-d(1 + o(1))}$.

Finally, the last term in (4.3.11) can be estimated using a Taylor expansion as for the term $A_2$ in the proof of Proposition 4.2.12, and up to higher order is given by

\[
p \int_{\mathbb{R}^n} U^{-1}_{Q} \bar{u}_{e,Q} \nabla U_{Q} \cdot q dy,
\]

where $q$ stands either for the variation of $Q$ in the coordinates $y$. If $q$ preserves $d$, the latter integral gives a negligible contribution, and we find (4.3.9). If instead $q$ is directed toward the gradient of $d$ the above estimates (and in particular (4.2.33)) allow to deduce (4.3.10). \qed
4.3.2  Finite-dimensional reduction and study of the constrained functional

We apply now the abstract setting described in Section 2.1. In fact, the following two Lemmas hold.

**Lemma 4.3.3.** If $C_\Omega$ is as in the previous section and if we choose

$$Z_\epsilon = \left\{ u_{\epsilon,Q} : C_\Omega < d < \frac{1}{\epsilon C_\Omega} \right\},$$

then the properties i)'', iii)' and iv)' in Section 2.1 hold true, with $\gamma = \min\{1, p - 1\}$.

**Proof.** It is immediate to prove that i)' holds; in particular, the value of $\gamma$ comes from the standard properties of Nemitski operators. Property iv)' can be easily deduced from the fact that the kernel of the linearization of \((1.2.2)\) in the half space is spanned by $\frac{\partial U}{\partial x_1}, \ldots, \frac{\partial U}{\partial x_{n-1}}$, as proved in [63], and from some localization arguments which can be found in Subsections 4.2, 9.2 and 9.3 of [4].

**Lemma 4.3.4.** For any small positive constant $\delta$, if we take

$$Z_\epsilon = \left\{ u_{\epsilon,Q} : |(2 - \delta)\log \epsilon| < d < \frac{1}{\epsilon C_\Omega} \right\},$$

then also property ii)' in Section 2.1 holds true, with

$$f(\epsilon) = \epsilon \min\left\{ 3 - \delta, \frac{p+1}{2}, \frac{(2 - \delta)(2 - \delta)}{12}, \frac{\left(2 \tan^2 \alpha - 1\right)\left(2 \tan^2 \alpha + 1\right)\sqrt{\tan^2 \alpha + 1}}{\left(2 \tan^2 \alpha - 1\right)\sqrt{\tan^2 \alpha + 1}} \right\}.$$

**Proof.** This lemma simply follows from Propositions 4.2.12 and 4.2.13.

As a corollary of the above two lemmas we can apply Proposition 2.1.5 and Theorem 2.1.6, so we expand next the reduced functional and its gradient on the natural constraint $\tilde{Z}_\epsilon$.

**Proposition 4.3.5.** With the choice of $\tilde{Z}_\epsilon$ in Lemma 4.3.4, if $w_\epsilon$ is given by Proposition 2.1.5, then we have

$$I_\epsilon (u_{\epsilon,Q}) := I_\epsilon (u_{\epsilon,Q} + w_\epsilon (u_{\epsilon,Q})) = C_\Omega - \tilde{C}_1 eH (eQ) + e^{-2d(1+o(1))}$$

$$+ e^{-d\left(1 + \frac{\sqrt{\tan^2 \alpha + 1}}{\sqrt{\tan^2 \alpha - 1}}\right)(1+o(1))} + o\left(e^2\right);$$

\[ (4.3.12) \]

$$\frac{\partial}{\partial Q_T} I_\epsilon (u_{\epsilon,Q}) = -\tilde{C}_1 e^2 \nabla_T H (eQ) + o\left(e^2\right);$$

\[ (4.3.13) \]

$$\frac{\partial}{\partial Q_d} I_\epsilon (u_{\epsilon,Q}) = -\tilde{C}_1 e^2 \nabla_d H (eQ) + e^{-d\left(1 + \frac{\sqrt{\tan^2 \alpha + 1}}{\sqrt{\tan^2 \alpha - 1}}\right)(1+o(1))} + o\left(e^2\right),$$

\[ (4.3.14) \]

as $\epsilon \to 0$, where $\tilde{C}_0$ and $\tilde{C}_1$ are as in Proposition 4.3.1 and where $Q_T, Q_d$ are as in the proof of Proposition 4.2.13.
Proof. By Propositions 2.1.5 and 4.2.12 we have that
\[
\|w e (u_e,Q)\| \leq C_1 \|I'_e (u_e,Q)\| \\
\leq C \left( e^2 + e e^{-d(1+o(1))} \right) \\
+C \left( e^{-d \left( \frac{1}{2} \sqrt{\frac{D \tan \alpha}{\tan^2 \alpha + 1}} \right) (1+o(1))} \right) \\
+e \left( 2 \delta - e^{2\delta} \right) \left( \frac{4 \tan \alpha}{\tan^2 \alpha + 1} \right) + e^{-d \left( \frac{p+1}{2} \right) (1+o(1))}.
\]
From the regularity of \( I_e \) and Proposition 4.3.1 we then have
\[
I_e (u_e,Q + w e (u_e,Q)) \\
= I_e (u_e,Q) + I'_e (u_e,Q) [w e (u_e,Q)] + o (\|w e (u_e,Q)\|^2) \\
= \tilde{\gamma} - \tilde{\gamma} e H (e Q) + e^{-2d(1+o(1))} + e^{-d \left( \frac{1+2\tan \alpha}{\sqrt{\tan^2 \alpha + 1}} \right) (1+o(1))} \\
+o (e^2) + o \left( e^{6-2\delta} + e^{(p+1)(2-\delta)} \right) \\
+e \left( 2\delta - e^{2\delta} \right) \left( \frac{D \tan \alpha}{\tan^2 \alpha + 1} + \frac{4 \tan \alpha}{\tan^2 \alpha + 1} \right) + e^{-d \left( \frac{p+1}{2} \right) (1+o(1))}.
\]
This immediately gives (4.3.12), since \( p > 1 \) and \( \delta \) is small.

The remaining two estimates are also rather immediate for \( p \geq 2 \) : in fact in this case property iii)' in Section 2.1 holds true for \( \gamma = 1 \), so we also have \( \|\partial Q w_e\| \leq C f (e) \) by the last statement in Proposition 2.1.5. This, together with the Lipschitzianity of \( I'_e \) implies that
\[
\frac{\partial}{\partial Q} I_e (u_e,Q + w e (u_e,Q)) = I'_e (u_e,Q + w e) \left[ \partial Q u_e,Q + \partial Q w_e \right] \\
= \frac{\partial}{\partial Q} I_e (u_e,Q) + I''_e (u_e,Q) [w e, \partial Q u_e,Q] + I''_e (u_e,Q) [w e, \partial Q w_e] \\
+\|w e\|^{\gamma+1} (\|\partial Q u_e,Q\| + \|\partial Q w_e\|) \\
= \frac{\partial}{\partial Q} I_e (u_e,Q) + o (f (e)^2) \tag{4.3.15}
\]
since \( \gamma = 1 \). The last two estimates then follow from Proposition 4.3.2.

For the case \( 1 < p < 2 \), we reason as in the proof of Proposition 4.5 in [31] to obtain the estimates. This conludes the proof. \( \square \)

4.3.3 Proof of Theorem 4.0.6

We use degree theory and the previous expansions. First of all, since \( Q \) is non degenerate for \( H |\Gamma| \), we can find a small neighborhood \( V \) of \( Q \) in \( \Gamma \) such that \( \nabla H |\Gamma| \neq 0 \) on \( \partial V \) and such that in some set of coordinates
\[
\deg (\nabla H |\Gamma|, V, 0) \neq 0.
\]
Then, if $\delta$ is as in Lemma 4.3.4, we choose $0 < \beta < \frac{\delta}{2}$, and consider the set

$$Y = \{(d, Q) : d \in [(2 - \beta)|\log \epsilon|, (2 + \beta)|\log \epsilon|), \epsilon Q \in V\}.$$ 

Since $\nabla H |_{r(Q)}$ corresponds to $\nabla r H(\epsilon Q)$ in the scaled domain $\Omega_{\epsilon}$, by using (4.3.13) and our choice of $V$ we know that, as $\epsilon \to 0$

$$\nabla_{Q_e} I_{\epsilon} (u_{\epsilon,Q}) = -\tilde{C}_1 \epsilon^2 \nabla r H(\epsilon Q) + o(\epsilon^2) \neq 0 \quad \text{on } \frac{1}{\epsilon} \partial V, \quad (4.3.16)$$

On the other hand, by (4.3.14) we also have

$$\nabla_{Q_d} I_{\epsilon} (u_{\epsilon,Q}) = -\epsilon^{(2-\beta)} \left(1 + \frac{2 \tan \alpha}{\sqrt{\tan^2 \alpha + 1}}\right) \quad \text{for } d = (2 - \beta)|\log \epsilon|, \quad (4.3.17)$$

and

$$\nabla_{Q_d} I_{\epsilon} (u_{\epsilon,Q}) = -\tilde{C}_1 \epsilon^2 \nabla d H(\epsilon Q) + o(\epsilon^2), \quad \text{for } d = (2 + \beta)|\log \epsilon|. \quad (4.3.18)$$

Since we are assuming that the gradient of $H$ points toward $\partial_D \Omega$ near the interface $\Gamma$, $\nabla d H(\epsilon Q)$ is negative and therefore the two $d$-derivatives in the last two formulas have opposite signs. It follows from the product formula for the degree and (4.3.16)-(4.3.18) that

$$\deg(\nabla I_{\epsilon}, Y, 0) = -\deg(\nabla H |_{r(V,Y)}, 0) \neq 0,$$

which proves the existence of a critical point for $I_{\epsilon}$ in $Y$. Since we can choose $V$ and $\beta$ arbitrarily small, the solution has the asymptotic behavior required by the theorem, and more precisely by Remark 1.4.1 (b): the uniqueness of the global maximum follows from the asymptotics of the solution and standard elliptic regularity estimates.

**Remark 4.3.6.** To prove also the assertion in Remark 1.4.1 (a), using (4.3.12) in the case of local maximum it is easy to construct an open set of $Z_{\epsilon}$ where the maximum of $I_{\epsilon}$ at the interior is strictly larger than the maximum at the boundary. On the other hand, when we have a local minimum, one can construct a mountain-pass path connecting the two points parametrized by $(\frac{1}{\epsilon} Q, (2 - \beta)|\log \epsilon|)$ and $(\frac{1}{\epsilon} Q, (2 + \beta)|\log \epsilon|)$. Using a suitably truncated pseudo-gradient flow, one can prove that the evolution of the path remains inside $\frac{1}{\epsilon} V \times [(2 - \beta)|\log \epsilon|, (2 + \beta)|\log \epsilon|)$, and still find a critical point of $I_{\epsilon}$. 
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Part III

EXISTENCE PROBLEMS INVOLVING THE FRACTIONAL LAPLACIAN
EXISTENCE AND SYMMETRY RESULTS FOR A SCHröDINGER TYPE PROBLEM INVOLVING THE FRACTIONAL LAPLACIAN

INTRODUCTION

In this chapter we will deal with the following problem

\[
\begin{aligned}
(-\Delta)^s u + u &= |u|^{p-1}u \quad \text{in } \mathbb{R}^n, \\
u &\in H^s(\mathbb{R}^n), \quad u \neq 0,
\end{aligned}
\]

where \(H^s(\mathbb{R}^n)\) denotes the fractional Sobolev space; we immediately refer to Section 5.1.2 for the definitions of the space \(H^s(\mathbb{R}^n)\) and of variational solutions to (5.0.4).

Precisely, we are interested in existence and symmetry properties of the variational solutions \(u\) to (5.0.4), as stated in the following

**Theorem 5.0.7.** Let \(s \in (0, 1)\) and \(p \in (1, (n + 2s)/(n - 2s))\), with \(n > 2s\). There exists a solution \(u \in H^s(\mathbb{R}^n)\) to problem (5.0.4) which is positive and spherically symmetric.

Note that the upper bound on the exponent \(p\) is exactly \(2^*_s + 1\), where \(2^*_s = 2n/(n - 2s)\) is the critical Sobolev exponent of the embedding \(H^s \hookrightarrow L^p\).

The proof of Theorem 5.0.7 extends part of that of Theorem 2 in [9]; in particular, we will apply the variational approach by the constrained method mentioned above, for the energy functional related to (5.0.1), that is

\[
\mathcal{E}(u) := \frac{1}{2} \iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n + 2s}} \, dx \, dy + \int_{\mathbb{R}^n} \left( \frac{1}{2} |u(x)|^2 - \frac{1}{p + 1} |u(x)|^{p+1} \right) \, dx. \tag{5.0.2}
\]

It is worth mentioning that the results in Theorem 5.0.7 for \(n = 1\) have been obtained in [83], where modulation stability of ground states solitary wave solutions of nonlinear Schrödinger equations has been studied, via an unconstrained variational approach within the “concentration-compactness” framework of P.L. Lions ([48, 49]). Also, in the more recent papers [50] and [51], an alternative approach has been presented, which permits to handle a very general context, also including the equations we are dealing with (see, in addition, [53], where the decay of solutions is analyzed in the case \(s = 1/2\)).

Here, we will present a very simple proof, whose general strategy will follow the original argument in [9]. The method used here (and in [9]) relies on the selection of a specific minimizing sequence composed of radial functions: though this idea is now classical, we thought it was interesting to point out that this argument also works in the case of the fractional Laplacian. Clearly, we need to operate various technical modifications due to the non-locality of the fractional Laplacian operator (and of the correspondent norm \(H^s(\mathbb{R}^n)\)). Moreover, we will need some energy estimates and preliminary results, also including the analogue of the classical Polya-Szegö inequality, as given in forthcoming Section 5.1.3.

As for the precise decay of the solution found, a precise bound may be obtained via the construction of exact barriers (see Lemma 3.1 in [71] and, also, Lemma 8 in [64]). Also, it could be taken into account to extend all the results above in order to investigate a problem of type (5.0.1) by substituting the nonlinearity with an odd continuous function satisfying standard growth assumptions, in the same spirit of [9].

---

1 After completing this project, we have heard of an interesting work, where related results have been presented by using different techniques (see [28]).
The chapter is organized as follows. In Section 5.1 below, we fix notation and we state and prove some preliminary results. Section 5.2 is devoted to the proof of Theorem 5.0.7.

5.1 Preliminary results

In this section, we state and prove a few preliminary results that we will need in the rest of the paper. First, we will recall some definitions involving the fractional Laplacian operator and we give the definition of the solutions to the problem we are dealing with.

5.1.1 Notation

We consider the Schwartz space $S$ where $\varphi$ where the term $5$ prove some preliminary results. Section up to a multiplicative constant.

(\text{−}i\xi) is the so-called Gagliardo semi-norm via the Fourier transform. Indeed, the fractional Laplacian $\Delta$ can be seen as a pseudo-differential operator of symbol $|\xi|^s$, as stated in the following

**Proposition 5.1.1.** (see, e.g., [22, Proposition 3.3] or [78, Section 3]). Let $s \in (0,1)$ and let $(-\Delta)^s : \mathcal{S} \to L^2(\mathbb{R}^n)$ be the fractional operator defined by (1.5.2). Then, for any $u \in \mathcal{S}$,

$$(-\Delta)^s u = \mathcal{F}^{-1}(|\xi|^{2s} \mathcal{F} u) \quad \forall \xi \in \mathbb{R}^n,$$

up to a multiplicative constant.
Analogously, one can see that the fractional Sobolev space $H^s(\mathbb{R}^n)$, given by (5.1.1), can be defined via the Fourier transform as follows

$$H^s(\mathbb{R}^n) = \left\{ u \in L^2(\mathbb{R}^n) : \int_{\mathbb{R}^n} (1 + |\xi|^{2s}) |\mathcal{F}u(\xi)|^2 \, d\xi < +\infty \right\}. \quad (5.1.3)$$

This is a natural consequence of the equivalence stated in the following proposition, whose proof relies on the Plancherel formula.

**Proposition 5.1.2.** (see, e.g., [22, Proposition 3.4]). Let $s \in (0, 1)$. For any $u \in H^s(\mathbb{R}^n)$

$$[u]_{H^s(\mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} |\xi|^{2s} |\mathcal{F}u(\xi)|^2 \, d\xi,$$  

(5.1.4)

up to a multiplicative constant.

Finally, we recall the definition of variational solutions $u \in H^s(\mathbb{R}^n)$ to

$$(-\Delta)^{s} u + u = |u|^{p-1} u \quad \text{in } \mathbb{R}^n, \quad u \neq 0,$$  

(5.1.5)

where $p > 1$.

For any $s \in (0, 1)$, a measurable function $u : \mathbb{R}^n \to \mathbb{R}$ is a variational solution to (5.1.5) if

$$\int_{\mathbb{R}^n} v(\nabla u) \Delta^s u \, dx + \int_{\mathbb{R}^n} |\nabla u|^2 \, dx = \int_{\mathbb{R}^n} |\nabla \varphi|^2 \, dx,$$  

(5.1.6)

for any function $\varphi \in C_0^1(\mathbb{R}^n)$.

As stated in the Introduction, a natural method to solve (5.1.5) is to look for critical points of the related energy functional $\mathcal{E}$ on the space $H^s(\mathbb{R}^n)$ defined in (5.0.2), that is

$$\mathcal{E}(u) := \frac{1}{2} [u]_{H^s(\mathbb{R}^n)}^2 - \int_{\mathbb{R}^n} G(u) \, dx,$$  

(5.1.7)

where $[u]_{H^s}$ is defined by 5.1.2 and we denoted by $G$ the function

$$G(u) := \frac{1}{p+1} |u|^{p+1} - \frac{1}{2} |u|^2.$$  

(5.1.8)

Therefore, from now on we will focus on the following variational problem

$$\min \left\{ [u]_{H^s(\mathbb{R}^n)}^2 : u \in H^s(\mathbb{R}^n), \int_{\mathbb{R}^n} G(u) \, dx = 1 \right\}. \quad (5.1.9)$$

### 5.1.3 Tools

For any measurable function $u$ consider the corresponding symmetric radial decreasing rearrangement $u^*$, whose classical definition and basic properties can be found, for instance, in [43, Chapter 2]. As in the classic case (i.e., the Polya-Szegö inequality [68]), also in the fractional framework the energy of $u^*$ decreases with respect to that of $u$. Again, by using the Fourier characterization of $[u]_{H^s(\mathbb{R}^n)}$ given by Proposition (5.1.2), one can plainly apply the symmetrization lemma by Beckner ([8]; see also [2]) to obtain the following
Lemma 5.1.3. (see, e.g., [65, Theorem 1.1]). Let \( s \in (0, 1) \). For any \( u \in H^s(\mathbb{R}^n) \), the following inequality holds
\[
\iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|u^*(x) - u^*(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \leq \iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy,
\] (5.1.10)
where \( u^* \) denotes the symmetric radial decreasing rearrangement of \( u \).

Next we recall two results which we will use in the proof of Theorem 5.0.7 (see, in particular, Step 2 there). The first one is the following radial lemma.

Lemma 5.1.4. Let \( u \in L^2(\mathbb{R}^n) \) be a nonnegative radial decreasing function. Then
\[
|u(x)| \leq \left( \frac{n}{\omega_{n-1}} \right)^{1/2} |x|^{-n/2} \|u\|_{L^2(\mathbb{R}^n)}, \quad \forall x \neq 0,
\]
where \( \omega_{n-1} \) is the Lebesgue measure of the unit sphere in \( \mathbb{R}^n \).

Proof. Setting \( r = |x| \), we have that, for every \( r > 0 \),
\[
\|u\|^2_{L^2(\mathbb{R}^n)} = \int_{\mathbb{R}^n} |u(x)|^2 \, dx \geq \omega_{n-1} \int_0^r |u(r)|^2 r^{n-1} \, dr \geq \omega_{n-1} \|u\|^2 \frac{R^n}{n},
\]
where in the last inequality we used the fact that \( u \) is decreasing. \( \square \)

The second result is a compactness lemma due to Strauss [75] (see also [9, Theorem A.1] for a simple proof).

Lemma 5.1.5. Let \( P, Q : \mathbb{R} \to \mathbb{R} \) be two continuous functions satisfying
\[
\frac{P(t)}{Q(t)} \to 0, \quad \text{as } |t| \to +\infty. \tag{5.1.11}
\]

Let \( u_k : \mathbb{R}^n \to \mathbb{R} \) be a sequence of measurable functions such that
\[
\sup_k \int_{\mathbb{R}^n} |Q(u_k(x))| \, dx < +\infty, \tag{5.1.12}
\]
and
\[
P(u_k(x)) \to v(x) \quad \text{a.e. in } \mathbb{R}^n \quad \text{as } k \to +\infty. \tag{5.1.13}
\]

Then, for every bounded Borel set \( B \), we have
\[
\int_B |P(u_k(x)) - v(x)| \, dx \to 0 \quad \text{as } k \to +\infty. \tag{5.1.14}
\]

If we further assume that
\[
\frac{P(t)}{Q(t)} \to 0 \quad \text{as } t \to 0, \tag{5.1.15}
\]
and
\[
u_k(x) \to 0 \quad \text{as } |x| \to +\infty, \quad \text{uniformly with respect to } k, \tag{5.1.16}
\]
then \( P(u_k) \) converges to \( v \) in \( L^1(\mathbb{R}^n) \) as \( k \to +\infty \).
We conclude this section with the following Lemma 5.1.6, in which we state and prove some $H^s$ estimates, which, in turn, imply that there exists a nontrivial competitor for the variational problem (5.1.9), as described in the subsequent Remark 5.1.8.

**Lemma 5.1.6.** Let $\zeta$, $R > 0$. For any $t \geq 0$ let

$$v_R(t) := \begin{cases} 
\zeta & \text{if } t \in [0, R), \\
\zeta (R + 1 - t) & \text{if } t \in (R, R + 1), \\
0 & \text{if } t \in [R + 1, +\infty).
\end{cases}$$

For any $x \in \mathbb{R}^n$, let $w_R(x) := v_R(||x||)$.

Then, $w_R \in H^s(\mathbb{R}^n)$ for any $s \in (0, 1)$ and there exists $C(n, s, R) > 0$ such that $||w_R||_{H^s(\mathbb{R}^n)} \leq C(n, s, R)$.

**Proof.** We take $\zeta := 1$ (the general case follows by multiplication by $\zeta$). Notice that $w_R$ is uniformly Lipschitz and vanishes outside $B_{R+1}$. In particular $w_R \in H^1(B_{R+1})$. Also, if $x \in B_{R+1} \setminus B_R$ and $y \in B_{R+2} \setminus B_{R+1}$, we have

$$||w_R(x) - w_R(y)|| = R + 1 - |x| \leq |y| - |x| \leq |x - y|,$$

therefore

$$\int \int_{B_{R+1} \times (\mathbb{R}^n \setminus B_{R+1})} \frac{|w_R(x) - w_R(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \leq \int \int_{(B_{R+1} \setminus B_R) \times (B_{R+2} \setminus B_{R+1})} \frac{|w_R(x) - w_R(y)|^2}{|x - y|^{n+2s}} \, dx \, dy + C_1(n, s, R) \leq C_2(n, s, R).$$

Hence, by Proposition 2.2 in [22],

$$||w_R||_{H^s(\mathbb{R}^n)} \leq C \left( \int \int_{B_{R+1} \times (\mathbb{R}^n \setminus B_{R+1})} \frac{|w_R(x) - w_R(y)|^2}{|x - y|^{n+2s}} \, dx \, dy + ||w_R||_{H^s(B_{R+1})} \right) \leq C_3(n, s, R) \left( 1 + ||w_R||_{H^1(B_{R+1})} \right) \leq C_4(n, s, R),$$

which proves the desired result. \qed

**Remark 5.1.7.** Here is another proof of Lemma 5.1.6 based on an interpolation inequality: given $u \in H^1(\mathbb{R}^n)$, by Proposition 5.1.2, using the Hölder inequality with exponents $1/s$ and $1/(1-s)$, we have

$$|u|_{H^s(\mathbb{R}^n)} = \sqrt{\int_{\mathbb{R}^n} (|\mathcal{F} u(\xi)|^2 + |\mathcal{F} u(\xi)|^2)^{(1-s)/2} \, d\xi} \leq \left( \int_{\mathbb{R}^n} |\mathcal{F} u(\xi)|^2 \, d\xi \right)^{s/2} \left( \int_{\mathbb{R}^n} |\mathcal{F} u(\xi)|^2 \, d\xi \right)^{(1-s)/2} \leq |u|_{H^1(\mathbb{R}^n)}^{1-s} |u|_{L^2(\mathbb{R}^n)},$$

which clearly implies Lemma 5.1.6 by choosing $u := w_R$. 
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Remark 5.1.8. By Lemma 5.1.6, the set in the minimum problem (5.1.9) is not empty. Indeed, if \( \omega_R \in \mathcal{H}^s(\mathbb{R}^n) \) is defined as in Lemma 5.1.6, we have that

\[
\int_{\mathbb{R}^n} G(\omega_R(x)) \, dx = \int_{B_{R+1}} G(\omega_R(x)) \, dx + \int_{B_{R+1} \setminus B_R} G(\omega_R(x)) \, dx \\
\quad \geq G(\zeta) |B_R| - |B_{R+1} \setminus B_R| \left( \max_{t \in [0,\zeta]} |G(t)| \right),
\]

where \( |\cdot| \) denotes the Lebesgue measure. This implies that there exist two positive constants \( C_1 \) and \( C_2 \) such that

\[
\int_{\mathbb{R}^n} G(\omega_R(x)) \, dx \geq C_1 R^n - C_2 R^{n-1},
\]

and so we can choose \( R > 0 \) large enough such that \( \int_{\mathbb{R}^n} G(\omega_R(x)) \, dx > 0 \).

Now we make the scale change \( \omega_{R,\sigma}(x) = \omega_R(x/\sigma) \), and a suitable choice of \( \sigma > 0 \), so that

\[
\int_{\mathbb{R}^n} G(\omega_{R,\sigma}(x)) \, dx = \sigma^n \int_{\mathbb{R}^n} G(\omega_R(x)) \, dx = 1.
\]

5.2 Proof of Theorem 5.0.7

In the same spirit of the proof of Theorem 2 in [9], we divide that of Theorem 5.0.7 in a few steps. For the reader’s convenience, we will give full details of the proof, by taking into account the preliminary results in Section 5.1.3 together with the modifications due to the presence of the fractional Sobolev spaces.

Proof.

Step 1 - A minimizing sequence \( u_k \). Consider a sequence \( \{u_k\} \subseteq \mathcal{H}^s(\mathbb{R}^n) \) such that

\[
\int_{\mathbb{R}^n} G(u_k) \, dx = 1
\]

and

\[
\lim_{k \to +\infty} |u_k|_{\mathcal{H}^s(\mathbb{R}^n)}^2 = \inf \left\{ |u|_{\mathcal{H}^s(\mathbb{R}^n)}^2 : u \in \mathcal{H}^s(\mathbb{R}^n), \int_{\mathbb{R}^n} G(u) \, dx = 1 \right\} \geq 0. \tag{5.2.1}
\]

By triangle inequality,

\[
|u_k(x) - u_k(y)| \leq |u_k(x) - u_k|,
\]

thus the Gagliardo semi-norm of \( |u_k| \) is not bigger than the one of \( u_k \).

So, without loss of generality, we may suppose that \( u_k \) is nonnegative. Let \( u_k^* \) denote the symmetric radial decreasing rearrangement of \( u_k \). Then

\[
\int_{\mathbb{R}^n} G(u_k^*) \, dx = \int_{\mathbb{R}^n} G(u_k) \, dx = 1
\]

and so, in view of Lemma 5.1.3, we have that \( \{u_k^*\} \) is also a minimizing sequence.

These observations imply that we can select a sequence \( \{u_k\} \) in such a way that, for every \( k \in \mathbb{N} \), \( u_k \) is nonnegative, spherically symmetric and decreasing in \( r = |x| \).
Step 2 - A priori estimates for $u_k$. We want to obtain bounds uniform in $k$ on $\|u_k\|_{L^q(R^n)}$, for every $2 \leq q \leq \frac{2n}{n - 2s}$, and on $\|u_k\|_{H^s(R^n)}$.

We begin with $\|u_k\|_{H^s(R^n)}$. Clearly, by (5.2.1), $[u_k]_{H^s(R^n)}^2 \leq C$ for some positive constant $C$ (recall also Remark 5.1.8). Therefore, it remains to prove that $\|u_k\|_{L^2(R^n)}$ is bounded. To do this, we set

$$g_1(t) := |t|^{p-1}t, \quad g_2(t) := t, \quad G_1(t) := \frac{1}{p+1}|t|^{p+1} \quad \text{and} \quad G_2(t) := \frac{1}{2}|t|^2.$$ 

Then

$$g(t) = g_1(t) - g_2(t),$$

and so

$$G(z) = \int_0^z g(t)dt = \int_0^z g_1(t)dt - \int_0^z g_2(t)dt = G_1(z) - G_2(z), \quad \forall z \geq 0. \quad (5.2.2)$$

Since $1 < p < \frac{(n + 2s)}{(n - 2s)}$, we have that for every $\epsilon > 0$ there exists a positive constant $C_\epsilon$ such that $g_1(t) \leq C_\epsilon |t|^{\frac{n+2s}{n-2s}} + \epsilon g_2(t)$ for any $t \geq 0$. This implies that $G_1(z) \leq C\epsilon |z|^{\frac{2n}{n-2s}} + \epsilon G_2(z)$ for any $z \geq 0$. Choosing $\epsilon = 1/2$, we get

$$G_1(z) \leq C|z|^{\frac{2n}{n-2s}} + \frac{1}{2} G_2(z). \quad (5.2.3)$$

Now, the condition $\int_{R^n} G(u_k) \, dx = 1$ can be written in the following form

$$\int_{R^n} G_1(u_k) \, dx = \int_{R^n} G_2(u_k) \, dx + 1. \quad (5.2.4)$$

Putting together (5.2.3) and (5.2.4), we obtain

$$\frac{1}{2} \int_{R^n} G_2(u_k) \, dx + 1 \leq C \int_{R^n} |u_k|^{\frac{2n}{n-2s}} \, dx. \quad (5.2.5)$$

Now we use the fractional Sobolev embedding theorem (see, e.g., [22, Theorem 6.5]) to say that

$$\|u_k\|_{L^{\frac{2n}{n-2s}}(R^n)} \leq C[u_k]_{H^s(R^n)},$$

where the constant $C$ does not depend on $k$. Thus, since $u_k$ is a minimizing sequence, the boundedness of $[u_k]_{H^s(R^n)}$ yields that of $\|u_k\|_{L^{\frac{2n}{n-2s}}(R^n)}$. By the definition of $G_2$, the inequality in (5.2.5) implies that

$$\frac{1}{2} \int_{R^n} u_k^2 \, dx = \int_{R^n} G_2(u_k) \, dx \leq C,$$

and thus we bound $\|u_k\|_{L^2(R^n)}$ (and so $\|u_k\|_{H^s(R^n)}$) uniformly in $k$.

Finally, by the bounds on $\|u_k\|_{L^2(R^n)}$ and $\|u_k\|_{L^{\frac{2n}{n-2s}}(R^n)}$, using the Hölder inequality, we obtain that $\|u_k\|_{L^q(R^n)} \leq C$ for every $2 \leq q \leq \frac{2n}{n - 2s}$.

Step 3 - Passage to the limit and conclusion of the proof. Since $u_k \in L^2(R^n)$ is a sequence of nonnegative radial decreasing functions, we can apply Lemma 5.1.4 to get

$$|u_k(x)| \leq \left( \frac{n}{\omega_{n-1}} \right)^{\frac{1}{2}} |x|^{\frac{n}{2}} \|u_k\|_{L^2(R^n)}. \quad (5.2.6)$$
From the previous step we have that \( u_k \) is uniformly bounded in \( L^2(\mathbb{R}^n) \); then \( |u_k(x)| \leq C|x|^{-n/2} \), with \( C \) independent of \( k \). This implies that \( u_k(x) \to 0 \) as \( |x| \to +\infty \) uniformly with respect to \( k \). Now, since \( u_k \) is bounded in \( H^s(\mathbb{R}^n) \), we can extract a subsequence of \( u_k \), again denoted by \( u_k \), such that \( u_k \) converges weakly in \( H^s(\mathbb{R}^n) \) and almost everywhere in \( \mathbb{R}^n \) to a function \( \varpi \). Moreover, by construction, \( \varpi \in H^s(\mathbb{R}^n) \) is spherically symmetric and decreasing in \( r \).

Now, in order to apply Lemma 5.1.5 (with \( P := G_1 \)), consider the polynomial function \( Q \) defined by

\[
Q(t) := t^2 + |t|^{2n/(n-2s)}.
\]

Since the sequence \( u_k \) is uniformly bounded in \( L^2(\mathbb{R}^n) \) and in \( L^{2n/(n-2s)}(\mathbb{R}^n) \), we have that \( Q \) satisfies

\[
\left\| Q(u_k(x)) \right\| \leq C \quad \text{for every } k \in \mathbb{N}.
\]

Moreover, if \( G_1 \) is defined as in the previous step, by the fact that \( p \in (1, \frac{n+2s}{n-2s}) \) we derive

\[
\frac{G_1(t)}{Q(t)} \to 0, \quad \text{as } t \to +\infty \text{ and } t \to 0.
\]

Since \( u_k \) converges almost everywhere in \( \mathbb{R}^n \) to \( \varpi \), we have that also \( G_1(u_k) \) converges \( G_1(\varpi) \). Finally, \( u_k(x) \to 0 \) as \( |x| \to +\infty \) uniformly with respect to \( n \). Therefore Lemma 5.1.5 holds, getting

\[
\int_{\mathbb{R}^n} G_1(u_k(x)) \, dx \to \int_{\mathbb{R}^n} G_1(\varpi(x)) \, dx \quad \text{as } k \to +\infty.
\]

Thus, using Fatou’s Lemma in (5.2.4), we obtain that

\[
\int_{\mathbb{R}^n} G_1(\varpi(x)) \, dx \geq \int_{\mathbb{R}^n} G_2(\varpi(x)) \, dx + 1,
\]

that is

\[
\int_{\mathbb{R}^n} G(\varpi(x)) \, dx \geq 1.
\]

On the other hand, using again Fatou’s Lemma, we have that

\[
|\varpi|_{H^s(\mathbb{R}^n)}^2 \leq \lim_{k \to +\infty} |u_k|_{H^s(\mathbb{R}^n)}^2
\]

\[
= \inf \left\{ |u|_{H^s(\mathbb{R}^n)}^2 : u \in H^s(\mathbb{R}^n), \int_{\mathbb{R}^n} G(u) \, dx = 1 \right\}.
\]

Now, suppose by contradiction that \( \int_{\mathbb{R}^n} G(\varpi(x)) \, dx > 1 \). Then, by the scale change \( \varpi_\sigma(x) = \varpi(x/\sigma) \), we have

\[
\int_{\mathbb{R}^n} G(\varpi_\sigma(x)) \, dx = \sigma^n \int_{\mathbb{R}^n} G(\varpi(x)) \, dx = 1
\]

for some

\[
\sigma \in (0, 1).
\]

Moreover, we have

\[
|\varpi_\sigma|_{H^s(\mathbb{R}^n)}^2 \leq \sigma^{n-2s} \inf \left\{ |u|_{H^s(\mathbb{R}^n)}^2 : u \in H^s(\mathbb{R}^n), \int_{\mathbb{R}^n} G(u) \, dx = 1 \right\}.
\]
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due to (5.2.8), and
\[
\inf \left\{ \|u\|_{H^s(R^n)}^2 : u \in H^s(R^n), \int_{R^n} G(u) \, dx = 1 \right\} \leq \|u_0\|_{H^s(R^n)}^2,
\]
thanks to (5.2.9). Combining the last two inequalities and recalling (5.2.10), we get
\[
\inf \left\{ \|u\|_{H^s(R^n)}^2 : u \in H^s(R^n), \int_{R^n} G(u) \, dx = 1 \right\} = 0,
\]
hence also $\|u\|_{H^s(R^n)}^2 = 0$. Then $u \equiv 0$, which is in contradiction with (5.2.7). Therefore,
\[
\int_{R^n} G(\Pi(x)) \, dx = 1 \text{ and } \|\Pi\|_{H^s(R^n)} = \inf \left\{ \|u\|_{H^s(R^n)} : u \in H^s(R^n), \int G(u) \, dx = 1 \right\};
\]
that is, $\Pi$ solves the minimization problem (5.1.9).
Part IV

FURTHER PROJECTS AND PERSPECTIVES
Concentration phenomena of mountain pass solutions. An interesting topic of research is to detect whether the mountain pass solutions of a mixed Dirichlet and Neumann problem in non-smooth domains concentrate either at interface points or at the interior points of the Neumann part. In particular, we would like to study the boundary concentration phenomena of the equation

\[
\begin{cases}
-\epsilon^2 \Delta u + u = u^p & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial_N \Omega, \\
u = 0 & \text{on } \partial_D \Omega, \\
u > 0 & \text{in } \Omega,
\end{cases}
\]

where \( \Omega \) is a Lipschitz (but not smooth) set, \( p \in (1, \frac{n+2}{n-2}) \) and \( \partial_N \Omega, \partial_D \Omega \) are two subsets of the boundary of \( \Omega \) such that the union of their closures coincides with the whole \( \partial \Omega \), and their intersection is an \((n-2)\)-dimensional smooth singularity.

The main difficulty with respect to the smooth case (dealt with in [32]) lies in the use of the moving plane method, which can be obstructed by the presence of the angle. To deal with this difficulty, we plan to obtain a careful asymptotic expansion of the solution near the angle, which should allow us to use the moving plane, at least for some range of the opening of the angle.

Also, it would be interesting to exclude concentration on the Neumann part by adapting the technique of [32].

Concentration phenomena for fractional operators. We would like to investigate also the concentration phenomena of elliptic equations driven by the fractional Laplacian. For instance, a natural question is whether the technique developed in this thesis may be adapted to the construction of solutions concentrating either in the interior or along the boundary of the domain for an equation of the type

\[
e^{2s}(-\Delta)^s u + u = u^p, \quad \text{for } s \in (0, 1).
\]

With regard to this, a first step was performed in [26] where we constructed solutions in the whole of the space which might be used as the leading order of a perturbation argument. This project is very challenging and to complete it one needs to overcome several conceptual complications that arise in the fractional setting.

First of all, to apply the perturbation argument, some type of non-degeneracy condition is required. Checking this condition will be much harder than in the classical case, since it is usually very difficult to compute explicitly fractional derivatives and singular integrals. A partial answer in this direction is given by a very recent preprint [20], where a non-degeneracy condition was checked in a particular case.

It may be possible that a dramatic change of perspective is needed to attack the non-degeneracy condition in the fractional case, for instance by reducing to check such condition in a somehow generic sense or only for some specific choice of operators.

Also, we recall that the decay of the solutions in the fractional case is only polynomial, and not exponential as it happens in the classical case and this feature is, of course, the source of major complications. As a matter of fact, a slow decay of the solutions in the entire space may reflect an additional difficulty in localizing possible interior concentration points.

Moreover, if dealing with Neumann or mixed boundary conditions, one needs to understand how such prescription translates into the fractional setting. The main difficulty is that solutions are, in general, uniformly continuous but not \( C^1 \) up to the boundary, hence the normal
derivative is not defined in this case. One possibility could be to replace the normal derivative at a point \( x_0 \in \partial \Omega \) with a fractional derivative of order \( s \) of the type
\[
\lim_{\Omega \ni x \to x_0} \frac{u(x) - u(x_0)}{(\text{dist}(x, \partial \Omega))^s}.
\]
Another possibility could be to test the associated Euler-Lagrange functional on the functions with finite \( H^s \)-norm.

**Fractional perimeters.** With respect to asymptotic features of fractional problems, we think that a nice topic of research is also given by the \( s \)-perimeters. Namely the following functional is studied in [13]: given a fixed bounded domain \( \Omega \) and a measurable set \( E \subseteq \mathbb{R}^n \), let
\[
\text{Per}_s(E; \Omega) := I_s(E \cap \Omega, \mathbb{R}^n \setminus E) + I_s(\Omega \setminus E, E \setminus \Omega),
\]
with
\[
I_s(A, B) := \left( \frac{1}{2} - s \right) s \int_{A \times B} \frac{dx \, dy}{|x - y|^{n+2s}}
\]
for any disjoint, measurable sets \( A, B \) and for a fixed \( s \in (0, 1/2) \). The reason for which the above functional may be seen as a fractional perimeter is that, as \( s \to 1/2 \) the above functional approaches the classical perimeter of \( E \) in \( \Omega \), up to a normalizing dimensional constant and in a sense made precise in [14] and [6].

An interesting topic of research is, we believe, the asymptotics of this fractional perimeter as \( s \downarrow 0 \). A first result in this direction was given by the recent preprint [25], where the limit as \( s \downarrow 0 \) of the fractional perimeter is related to a convex combination of the Lebesgue measures of \( \Omega \cap E \) and \( \Omega \setminus E \), the interpolation parameter being given by an averaged volume of \( E \setminus \Omega \) (provided that the limit exists, some counterexamples are also constructed in [25]). This topic of research probably deserves some further investigation, in terms of geometric and functional convergence. For instance, it would be desirable to decide whether some uniform limit on the behavior of the set may be obtained or whether the minimality conditions make sense in the limit. To answer these type of questions some new idea is needed since the constants of the geometric and functional estimates in [13], [14] and [6] may blow-up as \( s \downarrow 0 \). Also, it would be desirable to build perturbations argument that bifurcate from \( s = 0 \) towards a small \( s > 0 \). This is again a challenging problem, since the case \( s = 0 \) does not seem to have any regularity theory.

**Free boundary problems.** Another interesting topic of research is trying to better understand the free boundary problems for the fractional Laplacian, for instance when we are in presence of two phases driven by different powers of the Laplacian. Some technical difficulties here are that the fractional Dirichlet energy is not additive (different from the classical case) and that the set in which the phase change may charge the energy too (because it may interact with both the phases due to the non-local energy effect), so we expect that the regularity theory in this case is considerably more subtle than in the local framework.

**Elliptic systems.** Other research projects concern the systems of the semilinear elliptic partial differential equations arising in biology in order to study the coexistence and segregation of different species, such as
\[
\begin{cases}
\Delta u = uv^2, \\
\Delta v = vu^2, \\
u, v > 0.
\end{cases}
\]
Following the work in [11] we know that the positive solutions of these systems of equations in low dimension possess several geometric properties and enjoy additional symmetry features. It would be interesting to generalize these results to other types of nonlinearities and operators. For instance, one should be able to include the singular or degenerate cases driven by the $p$-Laplacian operator, the case of fractional diffusion and the one of stratified hambient space. To consider these cases, it will be useful to follow the geometric technique of [27], as extended in [69] and [70].
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