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#### Abstract

In [9], the author considers a sequence of invertible maps $\mathbf{T}_{i}: S^{1} \mapsto S^{1}$ which exchange the positions of adjacent intervals on the unit circle, and defines as $A_{n}$ the image of the set $\{0 \leq x \leq 1 / 2\}$ under the action of $\mathbf{T}_{n} \circ \cdots \circ \mathbf{T}_{1}$, $$
A_{n}=\left(\mathbf{T}_{n} \circ \cdots \circ \mathbf{T}_{1}\right)\left\{x_{1} \leq 1 / 2\right\} .
$$


Then, if $A_{n}$ is mixed up to scale $h$, it is proved that

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{i}-\mathbf{I}\right)+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{i}^{-1}-\mathbf{I}\right)\right) \geq C \log \frac{1}{h} \tag{0.1}
\end{equation*}
$$

We prove that (0.1) holds for general quasi incompressible invertible BV maps on $\mathbb{R}$, and that this estimate implies that the map $\mathbf{T}_{n} \circ \cdots \circ \mathbf{T}_{1}$ belongs to the Besov space $B^{0,1,1}$, and its norm is bounded by the sum of the total variation of $\mathbf{T}-\mathbf{I}$ and $\mathbf{T}^{-1}-\mathbf{I}$, as in (0.1).

## 1. Introduction

The existence of solutions for the transport equation

$$
\begin{equation*}
u_{t}+a(t, x) \cdot \nabla u=0, \quad(t, x) \in \mathbb{R}^{+} \times \mathbb{R}, \tag{1.1}
\end{equation*}
$$

is an important topic of research. In the paper of DiPerna-Lions [13], the notion of renormalized solution is introduced, for measurable vector fields $a(t, x)$ with bounded divergence. It is then proved that the solution to (1.1) are renormalized if the vector field $a(t, x)$ belongs to the Banach space $L^{1}\left((0, T) ; W^{1, p}\right)$ (with some bound on the exponential growth of the trajectories). As a consequence there is a unique solution to (1.1) with bounded initial data, which depends continuously in $L^{1}$, and it is possible to define a flow $X: \mathbb{R} \times \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ for the discontinuous ODE

$$
\frac{d X}{d t}=a(t, X)
$$

Recently, in [1], Ambrosio extended the result to vector fields $a$ which are only BV. To have a panoramic of the recent developments, see $[4,6,7,10,12,15]$.

A possible new direction of research of this space has been considered by Bressan $[8,9]$. In the first paper [8], it is shown the ill posedness of the $n \times n$ system of conservation laws in 2 space dimensions

$$
\begin{equation*}
u_{t}+\sum_{i=1}^{m} \partial_{x_{i}}\left(f_{i}(|u|) u\right)=0, \quad u \in \mathbb{R}^{n} \tag{1.2}
\end{equation*}
$$

if $|u| \in L^{\infty}$. If we set $\rho=|u|, \theta=u / \rho$, the system can be rewritten as

$$
\begin{gather*}
\rho_{t}+\sum_{i=1}^{m} \partial_{x_{i}}\left(f_{i}(\rho) \rho\right)=0  \tag{1.3}\\
\theta_{t}+\sum_{i=1}^{m} f_{i}(\rho) \partial_{x_{i}} \theta=\theta_{t}+a(t, x) \cdot \nabla \theta=0 \tag{1.4}
\end{gather*}
$$
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It is conjectured that if $|u|$ is in $\mathrm{BV}_{\text {loc }}$ and $1 / C<|u|<C$ (by [14] this space is invariant for the flow of (1.3)), then there exists a solution to flow for the ODE

$$
\frac{d X}{d t}=a(t, X)
$$

associated to the transport equation (1.4). This problem has been solved in [2, 3], using the theory of renormalized solutions. In [11] it is shown that the flow generated by (1.4) is not in the space BV.

A different approach to construct such a flow is given in [9]. The basic idea is to consider on $S^{1}$ a set $A$ such that

$$
\begin{equation*}
c \leq \frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y \leq(1-c) \tag{1.5}
\end{equation*}
$$

where $c$ is a fixed constant in $(0,1)$. The sets satisfying the above condition are said to be mixed up to scale $h$, which means that in all segments of size $2 h$ there is at least a subset of $A$ of total length greater than $2 c h$ and lower than $2(1-c) h$. Together with these sets, the author consider the maps

$$
\mathbf{T}_{\bar{x}, a, b}=\mathbf{I}+ \begin{cases}a & \bar{x}-b<x \leq \bar{x}  \tag{1.6}\\ b & \bar{x}<x \leq \bar{x}+a \\ 0 & \text { otherwise }\end{cases}
$$

The total variation of $\mathbf{T}-\mathbf{I}$ is $2(a+b)$. Equivalently, in the language of [9], we can say that the cost of exchanging positions to two adjacent segments $(\bar{x}-b, \bar{x}),(\bar{x}, \bar{x}+a)$ is $2(a+b)$.

Bressan proves the following estimate: if after applying a finite number of maps $\mathbf{T}_{\bar{x}_{i}, a_{i}, b_{i}}$, we obtain that

$$
\left(\mathbf{T}_{\bar{x}_{n}, a_{n}, b_{n}} \circ \cdots \circ \mathbf{T}_{\bar{x}_{1}, a_{1}, b_{1}}\right) \chi_{A}= \begin{cases}1 & 0 \leq x \leq|A|  \tag{1.7}\\ 0 & \text { otherwise }\end{cases}
$$

then the total variation of the maps satisfies the lower bound

$$
\begin{equation*}
\sum_{i=1}^{n} \operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{\bar{x}_{i}, a_{i}, b_{i}}-\mathbf{I}\right)=\sum_{i=1}^{n} 2\left(a_{i}+b_{i}\right) \geq \mathcal{O}(1) \log \frac{1}{h} \tag{1.8}
\end{equation*}
$$

The author considers a smooth vector field $v(t, x)$, and its corresponding flux $X(t, x)$,

$$
\begin{equation*}
\frac{d X}{d t}=v(t, X), \quad X(0, x)=x \tag{1.9}
\end{equation*}
$$

satisfying the quasi incompressibility condition

$$
\begin{equation*}
\frac{1}{C} \leq J(t, x)=\operatorname{det} \nabla_{x} X(t, x) \leq C \tag{1.10}
\end{equation*}
$$

for some fixed $C>0$. If one assumes that the flow mixes up to size $h$, i.e. the image of the unit ball is mapped to a set $A$ such that

$$
\begin{equation*}
c \leq \frac{1}{|B(0, h)|} \int_{B(x, h)} \chi_{A}(y) d y \leq(1-c) \tag{1.11}
\end{equation*}
$$

where $|A|$ is the Lebesgue measure of the set $A$, then the conjecture is that the vector field $v$ satisfies

$$
\begin{equation*}
\int_{0}^{T} \operatorname{Tot.Var} .(v(t)) d t \geq \mathcal{O}(1) \log \frac{1}{h} \tag{1.12}
\end{equation*}
$$

We can interpret the above conjecture as an estimate of $L^{1}$ compactness of characteristic functions under the action of the quasi incompressible vector fields. A different approach is to find a Banach space $\mathcal{B}$ such that we can rewrite the estimate (1.8) in the form

$$
\begin{equation*}
\left\|\chi_{\mathbf{T} A}\right\|_{\mathcal{B}} \leq\left\|\chi_{A}\right\|_{\mathcal{B}}+\kappa\left(\operatorname{Tot} . \operatorname{Var} .(\mathbf{T}-\mathbf{I})+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}^{-1}-\mathbf{I}\right)\right) \tag{1.13}
\end{equation*}
$$

for all maps $\mathbf{T}: \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ quasi incompressible and $\kappa>0$. Moreover, for sets mixed up to scale $h$, we have the estimate

$$
\begin{equation*}
\left\|\chi_{B}\right\|_{\mathcal{B}} \geq \kappa^{\prime} \log \frac{1}{h} \tag{1.14}
\end{equation*}
$$

In this paper we show for the one-dimensional case a space with the above characteristics is the space $\mathcal{B}$ is the homogeneous Besov space $\dot{B}^{0,1,1}$, which is defined by the norm

$$
\begin{equation*}
\|u\|_{\dot{B}^{0,1,1}}=\int_{0}^{1} \frac{1}{h} \sup _{|t| \leq h}\left\{\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x\right\} d h . \tag{1.15}
\end{equation*}
$$

For an introduction to Besov spaces see [16]. Here we only observe that we can define the general Besov space $B^{s, p, q}$ as

$$
\begin{equation*}
\|u\|_{B^{s, p, q}}=\left(\int_{0}^{1} \frac{1}{h^{s q}}\left(\sup _{|t| \leq h} \int_{\mathbb{R}^{n}}|u(x+t)-u(x)|^{p} d x\right)^{q / p} \frac{d h}{h}\right)^{1 / q} \tag{1.16}
\end{equation*}
$$

so that we see in the case under consideration that $s=0, p=q=1$.
As a consequence, Bressan's conjecture on mixing properties of vector fields can be stated as follows: if $X: \mathbb{R}^{+} \times \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ is the flow of (1.9) satisfying (1.10), then

$$
\begin{equation*}
\|X(t)-\mathbf{I}\|_{\dot{B}^{0,1,1}} \leq C \int_{0}^{t} \operatorname{Tot} \cdot \operatorname{Var} .(v(s)) d s \tag{1.17}
\end{equation*}
$$

The paper is organized as follows.
In Section 2, we introduce some notations and definitions on the BV quasi incompressible invertible BV maps. We then define a functional $\mathcal{P}(A)$ on measurable sets of the real line,

$$
\begin{equation*}
\mathcal{P}(A)=\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y\right| d x d h \tag{1.18}
\end{equation*}
$$

and show that, under the assumption of quasi incompressibility, there is an equivalent formulation where the maps are measure preserving.

In Section 3, we prove that $\mathcal{P}(A)$ satisfies (1.13), i.e.

$$
\begin{equation*}
\mathcal{P}(\mathbf{T} A) \leq \mathcal{P}(A)+\kappa\left(\text { Tot.Var. }(\mathbf{T}-\mathbf{I})+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}^{-1}-\mathbf{I}\right)\right) \tag{1.19}
\end{equation*}
$$

and moreover for sets mixed up to scale $h$ the estimate (1.14) holds. To be more precise, the proof shows that in our one dimensional settings,

$$
\begin{equation*}
\mathcal{P}(\mathbf{T} A) \leq \mathcal{P}(A)+\mathcal{O}(1)\left(\text { jump part of }(\mathbf{T}-\mathbf{I}),\left(\mathbf{T}^{-1}-\mathbf{I}\right)\right) \tag{1.20}
\end{equation*}
$$

Thus only the jumps of $\mathbf{T}, \mathbf{T}^{-1}$ increase the functional $\mathcal{P}$. In a multi dimensional setting, this is clearly not the case.

In Section 4, we prove that the function $\mathcal{P}$ is equivalent to the Besov space $\dot{B}^{0,1,1}(1.15)$, and we list several equivalent norms. In particular a norm which shows that this space is the dual space of a Banach space of Hölder like functions, and a norm which is related to optimal transport and a degenerate free discontinuity problems.

In Section 5, we list some properties of the space $B^{0,1,1}$. We prove that $\dot{B}^{0,1,1}$ can be represented as a dual space, and that a coarea formula holds. Finally, using some ideas from image reconstruction, we give another equivalent norm.

## 2. Quasi incompressible BV maps on $\mathbb{R}$

We consider left continuous BV maps $\mathbf{T}: \mathbb{R} \mapsto \mathbb{R}$, with the following properties
(1) $\mathbf{T}$ is invertible,
(2) $\mathbf{T}-\mathbf{I}, \mathbf{T}^{-1}-\mathbf{I}$ are of bounded variation.

For any function $u: \mathbb{R} \mapsto \mathbb{R}$, we define the advective transport $\mathbf{T} u$ by

$$
\begin{equation*}
\mathbf{T} u(x)=u\left(\mathbf{T}^{-1} x\right) \tag{2.1}
\end{equation*}
$$

Here and in what follows $\mathbf{I}$ is the identity map, $\mathbf{I}(x)=x$.
Similarly, for a given function $\rho: \mathbb{R} \mapsto \mathbb{R}$, the conservative transport $\mathbf{T} \sharp \rho$ is the push forward of the measure $\rho d x$,

$$
\begin{equation*}
\int_{a}^{b} \mathbf{T} \sharp \rho d x=\int_{\mathbf{T}^{-1}(a, b)} \rho d x . \tag{2.2}
\end{equation*}
$$

In the following we also assume that
(3) $\mathbf{T} \sharp d x, \mathbf{T}^{-1} \sharp d x$ are absolutely continuous w.r.t. the Lebesgue measure.

This implies that the derivatives of $\mathbf{T}, \mathbf{T}^{-1}$ do not have the Cantorian part and that

$$
\begin{equation*}
\mathbf{T} \sharp \rho(x)=\left|\frac{d \mathbf{T}^{-1}(x)}{d x}\right| \rho\left(\mathbf{T}^{-1}(x)\right)=\left|\frac{d \mathbf{T}\left(\mathbf{T}^{-1}(x)\right)}{d x}\right|^{-1} \rho\left(\mathbf{T}^{-1}(x)\right) \tag{2.3}
\end{equation*}
$$

outside the countable jump set of $\mathbf{T}^{-1}$. If

$$
\begin{equation*}
\left|\frac{d \mathbf{T}^{-1}}{d x}\right|=1 \tag{2.4}
\end{equation*}
$$

then $\mathbf{T}$ is measure preserving. Clearly also $T^{-1}$ is measure preserving.
Lemma 2.1. If $\mathbf{T}: \mathbb{R}^{\prime} \rightarrow \mathbb{R}$ satisfies conditions 1), 2), 3) above, then by a change of variable we can assume $\mathbf{T}$ to be measure preserving.
Proof. We can perform the following change of variable: if $\mathbf{T}$ is as above, define the variable

$$
\begin{equation*}
z(y)=(\mathbf{T} \sharp d x)(0, y)=\int_{0}^{y}(\mathbf{T} \sharp 1) d s, \tag{2.5}
\end{equation*}
$$

and the map $\tilde{\mathbf{T}}$ by

$$
\begin{equation*}
\tilde{\mathbf{T}}(x)=z(\mathbf{T}(x)) \tag{2.6}
\end{equation*}
$$

It thus follows that

$$
\begin{align*}
\tilde{\mathbf{T}} \sharp \rho(x) & =\left|\frac{d \tilde{\mathbf{T}}^{-1}(x)}{d x}\right| \rho\left(\tilde{\mathbf{T}}^{-1}(x)\right) \\
& =\left|z^{\prime}\left(\mathbf{T}\left(\tilde{\mathbf{T}}^{-1}(x)\right)\right) \frac{d \mathbf{T}\left(\tilde{\mathbf{T}}^{-1}(x)\right)}{d x}\right|^{-1} \rho\left(\tilde{\mathbf{T}}^{-1}(x)\right) \\
& =\left|\left(\frac{d \mathbf{T}\left(\tilde{\mathbf{T}}^{-1}(x)\right)}{d x}\right)^{-1} \frac{d \mathbf{T}\left(\tilde{\mathbf{T}}^{-1}(x)\right)}{d x}\right|^{-1} \rho\left(\tilde{\mathbf{T}}^{-1}(x)\right) \\
& =\rho\left(\tilde{\mathbf{T}}^{-1}(x)\right) . \tag{2.7}
\end{align*}
$$

Thus the map $\tilde{\mathbf{T}}$ is measure preserving.
In the following we will study a sequence of maps $\mathcal{T}=\left\{\mathbf{T}_{i}\right\}_{i=1}^{\infty}$. We say that the sequence of maps $\left\{\mathbf{T}_{i}\right\}_{i=1}^{\infty}$ is quasi incompressible if the functions

$$
\begin{equation*}
\rho_{i+1}=\mathbf{T}_{i} \sharp \rho_{i}, \quad \rho_{0} \equiv 1 \tag{2.8}
\end{equation*}
$$

satisfy the uniform bound

$$
\begin{equation*}
\frac{1}{C_{1}} \leq \rho_{i} \leq C_{1}, \quad C_{1} \in[1,+\infty) \tag{2.9}
\end{equation*}
$$

with $C_{1}$ independent on $i \in \mathbb{N}$.
We assume that the sequence $\mathcal{T}$ satisfies properties 1), 2), 3) and moreover that
(4) the sequence $\mathcal{T}$ is quasi incompressible;
(5) the total variation of $\mathbf{T}_{i}-\mathbf{I}$ and $\mathbf{T}_{i}^{-1}-\mathbf{I}$ are summable:

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left(\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{i}-\mathbf{I}\right)+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{i}^{-1}-\mathbf{I}\right)\right)=\mathcal{T} \mathcal{V}(\mathcal{T}) \leq+\infty \tag{2.10}
\end{equation*}
$$

As in the proof of Lemma 2.1, by defining the sequence of variables $y_{i}$ and maps $\tilde{\mathbf{T}}_{i}$ by

$$
\begin{equation*}
y_{i}(x)=\int_{0}^{x}\left(\mathbf{T}_{i} \sharp 1\right) d x, \quad \tilde{\mathbf{T}}_{i}(x)=y_{i}\left(\left(\mathbf{T}_{i}\right)(x)\right), \tag{2.11}
\end{equation*}
$$

it follows from (2.9) that $y=y_{i} \circ y_{i-1} \circ \cdots \circ y_{1}(x)$ is an invertible map for all $i$,

$$
\frac{1}{C_{1}} \leq \frac{d y}{d x} \leq C_{1}
$$

Moreover the maps $\tilde{\mathcal{T}}=\left\{\tilde{\mathbf{T}}_{i}\right\}_{i=1}^{\infty}$ are measure preserving:

$$
\begin{equation*}
\tilde{\mathbf{T}}_{i} \sharp \rho\left(y_{i}\right)=\rho\left(\tilde{\mathbf{T}}_{i}^{-1} y_{i}\right) . \tag{2.12}
\end{equation*}
$$

In this case, each map $\tilde{\mathbf{T}}_{i}$ has only jumps and a continuous derivative equal to 0 or -2 .
We consider now the following functional on characteristic functions on $\mathbb{R}$ : if $\mu$ is a measure on $\mathbb{R}$ such that $\mu(a, b) \neq 0$ for all $a<b$, then

$$
\begin{equation*}
\mathcal{P}(A ; \mu)=\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{\mu(x-h, x+h)} \int_{x-h}^{x+h} \chi_{A}(y) d \mu(y)\right| d \mu(x) d h \tag{2.13}
\end{equation*}
$$

For the sake of generality, we have defined the functional for a general measure $\mu$, but is the following we will use only $\mathcal{P}(A, d x)$. For shortness, we will write $\mathcal{P}(A, d x)=\mathcal{P}(A)$,

$$
\begin{equation*}
\mathcal{P}(A)=\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y\right| d x d h \tag{2.14}
\end{equation*}
$$

The BV perimeter of a set is denoted by $P(A)$.
Consider now a function $\rho \in L^{\infty}$ with values in $\left[1 / C_{1}, C_{1}\right]$, and define

$$
y(x)=\int_{0}^{x} \rho d x
$$

We want to compare $\mathcal{P}(A)$ with

$$
\mathcal{P}^{\prime}(A)=\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}\left(y^{-1}(x)\right)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}\left(y^{-1}(z)\right) d z\right| d x d h
$$

for a measurable set $A$. If we denote with $I(x, h ; A), I^{\prime}(x, h ; A)$ the integrals

$$
\begin{aligned}
I(x, h ; A) & =\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(z) d z \\
I^{\prime}(x, h ; A) & =\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}\left(y^{-1}(z)\right) d z
\end{aligned}
$$

then it follows that, independently on $A$,

$$
\begin{align*}
I^{\prime}(x, h ; A) & \leq C_{1} \frac{1}{2 h} \int_{y^{-1}(x-h)}^{y^{-1}(x+h)} \chi_{A}(z) d z \\
& \leq C_{1} \frac{1}{2 h} \int_{y^{-1}(x)-C_{1} h}^{y^{-1}(x)+C_{1} h} \chi_{A}(z) d z \leq C_{1}^{2} I\left(y^{-1}(x), C_{1} h ; A\right) \tag{2.15}
\end{align*}
$$

We thus have the estimate

$$
\begin{align*}
\mathcal{P}^{\prime}(A)= & \int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}\left(y^{-1}(x)\right)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}\left(y^{-1}(z)\right) d z\right| d x d h \\
\leq & C_{1}\left\{\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{y(x)-h}^{y(x)+h} \chi_{A}\left(y^{-1}(z)\right) d z\right| d x d h\right. \\
= & C_{1}\left\{\int_{0}^{1} \frac{1}{h}\left(\int_{A} I^{\prime}(y(x), h ; \mathbb{R} \backslash A) d x+\int_{\mathbb{R} \backslash A} I^{\prime}(y(x), h ; A) d x\right) d h\right\} \\
\leq & C_{1}^{3}\left\{\int_{0}^{1} \frac{1}{h}\left(\int_{A} I\left(x, C_{1} h ; \mathbb{R} \backslash A\right) d x+\int_{\mathbb{R} \backslash A} I\left(x, C_{1} h ; A\right) d x\right) d h\right\} \\
= & C_{1}^{3} \int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-I(x, h ; A)\right| d x d h \\
& +C_{1}^{3} \int_{1}^{C_{1}} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}\left(y^{-1}(x)\right)-I\left(y^{-1}(x), h ; A\right)\right| d x d h \tag{2.16}
\end{align*}
$$

We prove the following lemma, which allows to compare the integral

$$
\int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y\right| d x
$$

for different values of $h$.
Lemma 2.2. It holds

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\frac{1}{3 h} \int_{x-3 h / 2}^{x+3 h / 2}\left(\chi_{A}(x)-\chi_{A}(z)\right) d z\right| d x \leq \frac{16}{3} \int_{\mathbb{R}}\left|\frac{1}{2 h} \int_{x-h}^{x+h}\left(\chi_{A}(x)-\chi_{A}(z)\right) d z\right| d x \tag{2.17}
\end{equation*}
$$

Proof. We observe that

$$
\frac{1}{2} \chi_{[-3 / 2,3 / 2]}(x) \leq \phi(x) \doteq 2 \chi_{[-1,1]} * \chi_{[-1,1]}(x)= \begin{cases}x+2 & x \in[-2,0] \\ 2-x & x \in[0,2] \\ 0 & \text { otherwise }\end{cases}
$$

so that, since $\chi_{A}(x)-\chi_{A}(y)$ has a definite sign,

$$
\begin{aligned}
\left.\left.\left|\frac{1}{3 h} \int_{x-3 h / 2}^{x+3 h / 2}\left(\chi_{A}(x)-\chi_{A}(z)\right) d z\right| \leq 2 \right\rvert\, \frac{1}{3 h} \int_{\mathbb{R}} \phi((z-x) / h)\left(\chi_{A}(x)-\chi_{A}(z)\right)\right) d z \mid \\
=\frac{8}{3}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(z) d z+\frac{1}{2 h} \int_{x-h}^{x+h}\left(\chi_{A}(y)-\frac{1}{2 h} \int_{y-h}^{y+h} \chi_{A}(z) d z\right)\right|,
\end{aligned}
$$

so that the conclusion follows by integrating in $x$.
By Lemma 2.2, it follows that for some constant $C_{2}$, independent on $A$, we have

$$
\int_{1}^{C_{1}} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}\left(y^{-1}(x)\right)-I\left(y^{-1}(x), h ; A\right)\right| d x d h \leq C_{2} \int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-I(x, h ; A)\right| d x d h
$$

This clearly implies that the functionals $\mathcal{P}(A), \mathcal{P}^{\prime}(A)$ are equivalent,

$$
\begin{equation*}
\frac{1}{C_{3}} \mathcal{P}(A) \leq \mathcal{P}^{\prime}(A) \leq C_{3} \mathcal{P}(A) \tag{2.18}
\end{equation*}
$$

where the constant $C_{3}$ is independent on $A$.
We can use this result to deal with only divergence free maps. In fact, by the assumption of quasi incompressibility, after the change of variable $y_{i}(x)$ the maps $\left\{\tilde{T}_{i}\right\}_{i=1}^{\infty}$ of (2.11) are measure preserving, and their corresponding functionals $\mathcal{P}_{i}(A)$ are equivalent: there exists a constant $C_{4}$ such that

$$
\begin{equation*}
\frac{1}{C_{4}} \mathcal{P}(A) \leq \mathcal{P}_{i}(A)=\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}\left(y_{i}^{-1}(x)\right)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}\left(y_{i}^{-1}(z)\right) d z\right| d x d h \leq C_{4} \mathcal{P}(A) \tag{2.19}
\end{equation*}
$$

independently on $A$. Thus we have proved the following proposition:
Proposition 2.3. Consider the sequence of maps $\mathcal{T}=\left\{\mathbf{T}_{i}\right\}_{i=1}^{\infty}$. Assume that each $\mathbf{T}_{i}$ satisfies assumption 1), 2), 3), and that the sequence $\mathcal{T}$ is quasi incompressible. Let $\tilde{\mathcal{T}}$ be the sequence of maps defined by (2.11). Given a set $A$, let $A_{i}, \tilde{A}_{i}$ be the sets defined by

$$
\begin{equation*}
\chi_{A_{i}}=\mathbf{T}_{i} \chi_{A_{i-1}}, \quad \chi_{\tilde{A}_{i}}=\tilde{\mathbf{T}}_{i} \chi_{\tilde{A}_{i-1}}, \quad A_{0}=A \tag{2.20}
\end{equation*}
$$

Then there is a constant $C_{4}$ independent on $A$ such that for all $i$

$$
\begin{equation*}
\frac{1}{C_{4}} \mathcal{P}\left(A_{i}\right) \leq \mathcal{P}\left(\tilde{A}_{i}\right) \leq C_{4} \mathcal{P}\left(A_{i}\right) \tag{2.21}
\end{equation*}
$$

The constant $C_{4}$ depends only on the quasi incompressibility constant of the sequence $\mathcal{T}$.

## 3. Divergence free maps

By Proposition 2.3, to estimate the increase of $\mathcal{P}(A)$ under the action of $\mathcal{T}=\left\{\mathbf{T}_{i}\right\}_{i=1}^{\infty}$, it is sufficient to estimate $\mathcal{P}(A)$ under the action of $\tilde{\mathcal{T}}=\left\{\tilde{\mathbf{T}}_{i}\right\}$ given by (2.11). Moreover, Tot.Var. $\left(\tilde{\mathbf{T}}_{i}-\mathbf{I}\right)$ is of the same order of Tot.Var. $\left(\mathbf{T}_{i}-\mathbf{I}\right)$ (their ratio is of the order of the constant of quasi incompressibility). It is thus sufficient to work with measure preserving maps, and to avoid cumbersome notation we will neglect the tilde.

We now estimate the difference between $\mathcal{P}(A)$ and $\mathcal{P}(\mathbf{T} A)$, where $A$ is a measureable set. We want to prove that this quantity is of the order of

$$
\operatorname{Tot} . \operatorname{Var} .(\mathbf{T}-\mathbf{I})+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}^{-1}-\mathbf{I}\right)
$$

More precisely, we will show that this difference is controlled by the measure of the jump part of $\mathbf{T}-\mathbf{I}$, $\mathbf{T}^{-1}-\mathbf{I}$ (which is also the jump part of $\mathbf{T}, \mathbf{T}^{-1}$ ). We remark again that this is a particular feature of the one dimensional case.

We can write, by the measure preserving property of $\mathbf{T}$,

$$
\begin{align*}
\mathcal{P}(\mathbf{T} A)-\mathcal{P}(A)= & \int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{\mathbf{T} A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{\mathbf{T} A}(y) d y\right| d x d h \\
& -\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y\right| d x d h \\
= & \int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{\mathbf{T}^{-1}(\mathbf{T} x+(-h, h))} \chi_{A}(y) d y\right| d x d h \\
& -\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\chi_{A}(x)-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y\right| d x d h \\
\leq & \int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}}\left|\frac{1}{2 h} \int_{\mathbf{T}^{-1}(\mathbf{T} x+(-h, h))} \chi_{A}(y) d y-\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y\right| d x d h \\
\leq & \int_{0}^{1} \frac{1}{2 h^{2}} \int_{\mathbb{R}}\left(2 h-\left|\mathbf{T}^{-1}(\mathbf{T} x+(-h, h)) \cap(x+(-h+h))\right|\right) d x d h \tag{3.1}
\end{align*}
$$

It is thus sufficient to compute the length of the set $\mathbf{T}(x+(-h, h))$ which is mapped outside the segment $\mathbf{T} x+(-h, h)$.

Let $a$ be the first point in $(-h, h)$ not mapped by $\mathbf{T}$ in $(-h, h)$, and assume for simplicity that $a>0$. By conservation of measure, it follows that $\mathbf{T}^{-1}$ maps a region of length $h-a$ of the segment $\left(0, \mathbf{T}\left(a^{-}\right)\right)$ outside $(0, a)$. Then $\mathbf{T}^{-1}$ has at least a jump of size $(h-a) / 2$.

If $2 b$ is the total length of the set mapped outside, i.e.

$$
2 b=2 h-\left|\mathbf{T}^{-1}(\mathbf{T} x+(-h, h)) \cap(x+(-h+h))\right|,
$$

then it follows that either $\mathbf{T}$ or $\mathbf{T}^{-1}$ has at least a jump of size $(h-b / 2) / 2$ : in fact, in the best case the point $h-b / 2$ is mapped outside $(-h, h)$.

We can now estimate the difference for each fixed $x, h$ by

$$
\begin{align*}
\Delta(x, h) & =2 h-\left|\mathbf{T}^{-1}(\mathbf{T} x+(-h, h)) \cap(x+(-h+h))\right| \\
& \leq 2 \min \left\{h, \text { greater jump of } \mathbf{T}, \mathbf{T}^{-1} \text { in } x+(-h, h)\right\} . \tag{3.2}
\end{align*}
$$

This inequality tells us the the worst case is when two jumps of size $h$ are located at $-h, h$.
Consider a jump of size $\ell$ of $\mathbf{T}$, and a segment $x+(-h, h)$. We say that the jump is effective in $x+(-h, h)$ if the size of length mapped outside is less or equal to $2 \ell$. In fact, if $\Delta(x, h)$ is greater than this, then we know from (3.2) that there is a larger jump which is effective. We thus have the following estimates:
(1) if $h \leq 2 \ell$, then it follows that the jump moves a segment of length at most $h$ outside $\mathbf{T} x+(-h, h)$ for all $x$ at a distance $h$ of the location of the jump;
(2) if $h>2 \ell$, then the jump is effective only when it is near the boundary of $x+(-h, h)$, at a distance of at most $2 \ell$. In fact in the other cases there is a bigger jump which we can take into account
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to estimate the length difference. It thus follows that it can influence a region of length $4 \ell$, and the length of the region moved outside is of order $\ell$, because we assume it effective.
The same estimates hold for the jumps in $\mathbf{T}^{-1}$.
We thus have

$$
\begin{aligned}
\int_{\mathbb{R}}|\Delta(x, h)| d x & \leq h^{2} \sharp\left\{\text { jumps of } T, T^{-1} \text { of size } \geq h / 2\right\}+\sum_{\text {size } \leq h / 2} \mid \text { size of the jump }\left.\right|^{2} \\
& \leq h^{2} \sharp\left\{\text { jumps of } T, T^{-1}\right\}+\sum_{\text {size } \leq h / 2} \mid \text { size of the jump }\left.\right|^{2},
\end{aligned}
$$

and we conclude that

$$
\begin{aligned}
|\mathcal{P}(\mathbf{T} A)-\mathcal{P}(A)| & \leq \int_{0}^{1} \frac{1}{2 h^{2}}\left(h^{2} \sharp\left\{\text { jumps of } T, T^{-1}\right\}+\sum_{\text {size } \leq h / 2} \mid \text { size of the jump }\left.\right|^{2}\right) d h \\
& \left.\leq C_{4} \sum_{\text {jumps }}\left(\int_{0}^{\text {size }} d h+\mid \text { size }\left.\right|^{2} \int_{\text {size }}^{1} \frac{d h}{h^{2}}\right) \leq C_{5} \sum_{\text {jumps }} \right\rvert\, \text { size } \mid \\
& \leq C_{5}\left(\operatorname{Tot} . \operatorname{Var} .(\mathbf{T}-\mathbf{I})+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}^{-1}-\mathbf{I}\right)\right) .
\end{aligned}
$$

This result proves the following theorem:
Theorem 3.1. Let $\mathcal{T}$ be a sequence of maps satisfying 1), 2), 3), 4), 5). Let $A_{i}$ be the sets defined by

$$
\chi_{A_{i}}=\mathbf{T}_{i} \chi_{A_{i-1}}, \quad A_{0}=A
$$

Then there exists a positive constant $C_{5}$, independent on $A$ such that

$$
\begin{equation*}
\mathcal{P}\left(A_{i}\right) \leq \mathcal{P}(A)+C_{5} \mathcal{T} \mathcal{V}(\mathcal{T}) \tag{3.3}
\end{equation*}
$$

3.1. Application to Bressan's conjecture. The result stated in Theorem 3.1 is a generalization to quasi incompressible BV maps on $\mathbb{R}$ of Bressan's result on mixing properties of the BV maps (1.6).

To show the logarithmic estimate, it is enough to compute $\mathcal{P}(A)$ for a set $A$ mixed up to scale $\bar{h}$, i.e such that

$$
\begin{equation*}
\frac{1}{2 \bar{h}} \int_{x-\bar{h}}^{x+\bar{h}} \chi_{A}(y) d y \in(c, 1-c) \tag{3.4}
\end{equation*}
$$

With simple estimates, it follows that for all $h \geq \bar{h}$ we have

$$
\begin{equation*}
\frac{1}{2 h} \int_{x-h}^{x+h} \chi_{A}(y) d y \in(c / 2,1-c / 2) \tag{3.5}
\end{equation*}
$$

Then we can estimate

$$
\begin{equation*}
\mathcal{P}(A) \geq|A| \frac{c}{2} \log \frac{1}{h} \tag{3.6}
\end{equation*}
$$

We thus conclude that

$$
\begin{equation*}
\operatorname{Tot} . \operatorname{Var} .(\mathbf{T}-\mathbf{I})+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}^{-1}-\mathbf{I}\right) \geq \mathcal{O}(1) \log \frac{1}{h} \tag{3.7}
\end{equation*}
$$

which is the same estimate given by Bressan [9].

## 4. Definition of the Besov space $B^{0,1,1}$ in $\mathbb{R}^{n}$

In this section we show that the function $\mathcal{P}$ is equivalent to the homogeneous norm in the Besov space $B^{0,1,1}$ for characteristic functions of measurable sets. This space is the space of measurable functions from $\mathbb{R}^{n}$ to $\mathbb{R}$ with the norm

$$
\begin{equation*}
\|u\|_{B^{0,1,1}}=\|u\|_{L^{1}}+\int_{0}^{1} \frac{1}{h} \sup _{|t| \leq h}\left\{\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x\right\} d h \tag{4.1}
\end{equation*}
$$

The homogeneous Besov space $B^{0,1,1}$ is the space of measurable functions from $\mathbb{R}^{n}$ to $\mathbb{R}$ with the norm

$$
\begin{equation*}
\|u\|_{\dot{B}^{0,1,1}}=\int_{0}^{1} \frac{1}{h} \sup _{|t| \leq h}\left\{\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x\right\} d h \tag{4.2}
\end{equation*}
$$

In the following for simplicity we use the notation

$$
\begin{equation*}
u_{t}(x)=u(x+t) \tag{4.3}
\end{equation*}
$$

Remark 4.1. Observe that since this space is based on $L^{1}$, the definition of $B^{0,1,1}$ in terms of LittlewoodPayley decomposition

$$
\begin{equation*}
\|u\|=\sum_{i=1}^{\infty}\left\|\phi_{i} * u\right\|_{L^{1}}, \quad \phi_{i}(x)=\left(2^{i}\right)^{n} \phi\left(2^{i} x\right) \tag{4.4}
\end{equation*}
$$

is not equivalent to (4.1). The function $\phi$ is the function used in the Fourier decomposition, i.e. its Fourier transform $\hat{\phi}$ has the form

$$
\hat{\phi}(\xi)=\psi(\xi / 2)-\psi(\xi)
$$

and $\psi$ is a smooth function such that $\psi=1$ on $|\xi| \leq 1 / 2, \psi=0$ for $|\xi| \geq 1$.
We first enumerate some elementary properties of these spaces.
(1) If $\|u\|_{\dot{B}^{0,1,1}}<\infty$ then $u \in L_{\text {loc }}^{1}$.
(2) If $u \in \mathrm{BV}$, then $u \in \dot{B}^{0,1,1}$.
(3) The space $B^{0,1,1}$ is a Banach space with norm (4.1), compactly embedded into $L^{1}$.

The first two statements are trivial. To prove the last assertions, we first observe that if $\omega(h ; u)$ is the modulus of continuity of $u$,

$$
\begin{equation*}
\omega(h ; u)=\sup _{|t| \leq h}\left\{\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x\right\} \tag{4.5}
\end{equation*}
$$

(or the concave modulus of continuity), then we can rewrite (4.2) as

$$
\begin{equation*}
\|u\|_{\dot{B}^{0,1,1}}=\int_{0}^{1} \omega(h ; u) \frac{d h}{h} . \tag{4.6}
\end{equation*}
$$

The compactness of this space follows by standard results on compact sets in $L^{1}$.

In the following proposition we give equivalent norms on the space $\dot{B}^{0,1,1}$, other than (4.8).
Proposition 4.2. The norm (4.2) is equivalent to the following quantities:

$$
\begin{equation*}
\int_{0}^{1} \omega(h, u) \frac{d h}{h} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{|B(0,1)|} \int_{B(0,1)} \frac{1}{|h|^{n}} \int_{\mathbb{R}^{n}}|u(x+h)-u(x)| d x d h \tag{2}
\end{equation*}
$$

$$
\begin{align*}
& \int_{0}^{1} \sup \left\{\int u(x) \operatorname{div} \psi(x) d x ;|\psi(x)|, h|\operatorname{div} \psi(x)| \leq 1\right\} d h  \tag{4.9}\\
& \left|\|u \mid\| \doteq \int_{0}^{1} \min \left\{\operatorname{Tot} . \operatorname{Var} .(v)+\frac{\|u-v\|_{L^{1}}}{h}, v \in \mathrm{BV}\right\} d h\right.
\end{align*}
$$

The minimum in the above equation means that there is a $v_{h} \in \mathrm{BV}$ such that the infimum is assumed.
Moreover, if $u$ is the characteristic function of a measurable set $A$, then the homogeneous Besov norm is equivalent to the functional $\mathcal{P}(A)$,

$$
\begin{equation*}
\mathcal{P}(A)=\int_{0}^{1} \frac{1}{h} \int_{\mathbb{R}^{n}}\left|\chi_{A}(x)-\frac{1}{|B(0, h)|} \int_{B(x, h)} \chi_{A}(y) d y\right| d x d h \tag{4.11}
\end{equation*}
$$

Proof. The first is just the definition. For the second one we have

$$
\begin{aligned}
\int_{B(0,1)} \frac{1}{|h|^{n}} \int_{\mathbb{R}^{n}}|u(x+h)-u(x)| d x d h & \leq \int_{B(0,1)} \frac{1}{|h|^{n}} \sup _{|t| \leq h}\left\{\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x\right\} d h \\
& =\int_{0}^{1} \frac{|\partial B(0,1)|}{|h|} \sup _{|t| \leq h}\left\{\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x\right\} d|h|
\end{aligned}
$$

Conversely, one can use the triangular estimate

$$
\begin{equation*}
\left\|u_{t}-u\right\|_{L^{1}} \leq \sum_{i}\left\|u_{t_{i}}-u\right\|_{L^{1}}, \quad \sum_{i} t_{i}=t \tag{4.12}
\end{equation*}
$$

Fixed $t \in B(0, h)$, the set such that the above second equation holds has clearly positive measure in $\{|t| \leq h\}$, so that by integrating we have for some constant $C>0$ independent on $h$

$$
\sup _{|t| \leq h}\left\|u_{t}-u\right\|_{L^{1}} \leq \frac{C}{h^{n}} \int_{|t| \leq h}\left\|u_{t}-u\right\|_{L^{1}} d t
$$

By integration by parts it follows

$$
\int_{0}^{1} \frac{1}{h} \sup _{|t| \leq h}\left\|u_{t}-u\right\|_{L^{1}} d h \leq \int_{0}^{1} \frac{C}{h^{n+1}} \int_{|t| \leq h}\left\|u_{t}-u\right\|_{L^{1}} d t d h \leq C_{1} \int_{|t| \leq 1} \frac{1}{|t|^{n}}\left\|u_{t}-u\right\|_{L^{1}} d t
$$

To prove the equivalence of the norm (4.2) with (4.9), (4.10), we prove first that $\|u\|_{\dot{B}^{0,1,1}}$ is bounded by (4.9) by choosing

$$
\psi(x)=\left(\int_{0}^{x}(\operatorname{sgn}(u(x)-u(x-h))-\operatorname{sgn}(u(x+h)-u(x))) d x, 0, \ldots, 0,\right)
$$

and observing that clearly $|\psi| \leq 1$.
Next we prove that (4.9) is equal to (4.10). We consider the representation of BV as a dual space: let

$$
X=\left\{\left(\phi_{1}, \ldots, \phi_{n}\right) \in\left(C_{0}\left(\mathbb{R}^{n}, \mathbb{R}\right)\right)^{n}\right\}, \quad Y=\bar{E}
$$

where the norm of $X$ is the usual sup norm, and the set $E$ is defined by

$$
\begin{equation*}
E=\left\{\left(\phi_{1}, \ldots, \phi_{n}\right) \in\left(C_{0} \cap C^{1}\left(\mathbb{R}^{n}, \mathbb{R}\right)\right)^{n}: \sum_{i=1}^{n} \frac{\partial \phi_{i}}{\partial x_{i}}=0\right\} \tag{4.13}
\end{equation*}
$$

Then it is known that

$$
\begin{equation*}
\dot{B V}=(X / Y)^{*} \tag{4.14}
\end{equation*}
$$

where $\dot{B V}$ is the homogeneous BV space with the total variation as norm [5].
The argument is based on the min max principle

$$
\begin{equation*}
\inf _{\psi \in X / Y}\{\Theta(\psi)+\Xi(\psi)\}=\sup _{v \in B \dot{ }}\left\{-\Theta^{*}(v)-\Xi^{*}(-v)\right\} \tag{4.15}
\end{equation*}
$$

where $\Theta, \Xi$ are convex functions and $\Theta^{*}, \Xi^{*}$ their Legendre transform, and there exists a $\bar{\psi} \in X / Y$ such that $\Theta(\bar{\psi})+\Xi(\bar{\psi})<\infty$ and $\Theta$ is continuous in $\bar{\psi}$. Moreover the supremum in the right hand side is assumed.

We write the integrand (4.9) as the infimum of the sum of two convex functionals: for $\psi \in X / Y$, we set

$$
\begin{gather*}
\Theta(\psi)= \begin{cases}0 & |\psi| \leq 1 \\
+\infty & \text { otherwise }\end{cases}  \tag{4.16}\\
\Xi(\psi, u)= \begin{cases}\int_{\mathbb{R}^{n}} u \operatorname{div} \psi & \psi \in C^{1},|\operatorname{div} \psi| \leq 1 / h \\
+\infty & \text { otherwise }\end{cases} \tag{4.17}
\end{gather*}
$$

It is easy to see that by choosing $\bar{\psi}=0$ the conditions needed by (4.15) are satisfied.
The Legendre transforms are computed easily: for $v \in B V$,

$$
\begin{equation*}
\Xi^{*}(-v)=\sup \left\{\int_{\mathbb{R}^{n}}(u-v) \operatorname{div} \psi:|\operatorname{div} \psi| \leq 1 / h\right\}=\frac{1}{h}\|u-v\|_{L^{1}} \tag{4.18}
\end{equation*}
$$

The last equality follows because we are not requiring any bound on the $L^{\infty}$ norm of $\psi$.
Thus by (4.15) we conclude that

$$
\begin{equation*}
\|u \mid\|=\int_{0}^{1} \inf \left\{\operatorname{Tot} . \operatorname{Var} .(v)+\frac{1}{h}\|u-v\|_{L^{1}}, v \in \mathrm{BV}\right\} d h=\int_{0}^{1} \sup \left\{\int u \operatorname{div} \psi d x ;|\psi|, h|\operatorname{div} \psi| \leq 1\right\} d h \tag{4.20}
\end{equation*}
$$

Moreover the infimum is attained, i.e. there is a $v_{h} \in \mathrm{BV}$ depending on $h$ such that

$$
\begin{equation*}
\|\mid u\|\left\|=\int_{0}^{1} \operatorname{Tot} . \operatorname{Var} .\left(v_{h}\right)+\frac{1}{h}\right\| u-v_{h} \|_{L^{1}} d h \tag{4.21}
\end{equation*}
$$

We finally prove that (4.9) is bounded by (4.2). Choosing as a particular $v$ the function $\left(\chi_{B(0, h)} / h^{n}\right) * u$, we have

$$
\begin{gathered}
\text { Tot.Var. }\left(\left(\chi_{B(0, h)} / h^{n}\right) * u\right)=\frac{1}{h} \int_{\mathbb{R}^{n}} \int_{\partial B(x, h)}|u(x+y)-u(x)| d y d x \\
\left\|\left(\chi_{B(0, h)} / h^{n}\right) * u-u\right\|_{L^{1}}=\int_{\mathbb{R}^{n}} \int_{B(0, h)}|u(x+y)-u(x)| d y d x
\end{gathered}
$$

so that $\|\|u\|\| \geq\|u\|_{\dot{B}^{0,1,1}}$. This conclude the proof of the proposition for general functions $u$.
For the case where $u=\chi_{A}$, we need only to observe that using (4.8) or its equivalent formulation

$$
\int_{0}^{1} \frac{d h}{h} \iint_{|x-y| \leq h} \frac{|u(x)-u(y)|}{h^{n}} d x d y
$$

we have

$$
\begin{aligned}
\left\|\chi_{A}\right\|_{B^{0}, 1,1}= & \int_{0}^{1} \frac{d h}{h} \int_{A}\left(\chi_{A}(x)-\frac{1}{|B(0, h)|} \int_{B(x, h)} \chi_{A}(y) d y\right) d x \\
& +\int_{0}^{1} \frac{d h}{h} \int_{\mathbb{R}^{n} \backslash A}\left(\frac{1}{|B(0, h)|} \int_{B(x, h)} \chi_{A}(y) d y\right) d x=\mathcal{P}(A) .
\end{aligned}
$$

This complete the proof.
In the following corollary, we show that to estimate the norm (4.10), one can choose the function

$$
\begin{equation*}
\rho_{h} * u=\frac{1}{h^{n}} \int_{\mathbb{R}^{n}} \rho\left(\frac{x-y}{h}\right) u(y) d y, \tag{4.22}
\end{equation*}
$$

where $\rho$ is a standard convolution kernel. This gives another equivalent norm.
Corollary 4.3. We have

$$
\begin{equation*}
\frac{1}{3} \int_{0}^{1} \operatorname{Tot} . \operatorname{Var} .\left(\rho_{h} * u\right)+\frac{\left\|u-\rho_{h} * u\right\|_{L^{1}}}{h} d h \leq\|u\| \| \leq \int_{0}^{1} \operatorname{Tot} . \operatorname{Var} .\left(\rho_{h} * u\right)+\frac{\left\|u-\rho_{h} * u\right\|_{L^{1}}}{h} d h . \tag{4.23}
\end{equation*}
$$

Proof. The second part of the corollary is a consequence of the definition of $\|\|u\|\|$. For the first part one has

$$
\begin{gathered}
\text { Tot.Var. }\left(\rho_{h} * u\right) \leq \text { Tot.Var. }\left(\rho_{h} * v\right)+\text { Tot.Var. }\left(\rho_{h} *(u-v)\right) \leq \text { Tot.Var. }(v)+\frac{\|u-v\|_{L^{1}}}{h}, \\
\left\|u-\rho_{h} * u\right\|_{L^{1}} \leq\|u-v\|_{L^{1}}+\left\|v-\rho_{h} * v\right\|_{L^{1}}+\left\|\rho_{h} *(u-v)\right\|_{L^{1}} \leq 2\|u-v\|_{L^{1}}+h \text { Tot.Var. }(v) .
\end{gathered}
$$

As a final remark, we observe that the norm $|||\cdot|||$ resembles a free discontinuity problem when $u$ is a characteristic function of a measurable set: in fact, as we will see later in Proposition 5.4, for any fixed scale $h$, we are trying to fit $A$ with a smoother set $B$, in such a way to minimize the difference of area $A \Delta B$, and the cost is the perimeter of $B$ multiplied by $h$.

## 5. Some properties of $B^{0,1,1}$

In this section we collect some basic property of the Besov space $B^{0,1,1}$. We show that, similarly to BV, $B^{0,1,1}$ can be considered as the dual space of a particular space of functions. Next we prove a coarea-type formula, and finally a property for the minimization problem given by the equivalent norm (4.10).
5.1. $\dot{B}^{0,1,1}$ as a dual space. The same approach used to see BV as a dual space can be applied here. We first observe that we can rewrite (4.11) as

$$
\begin{equation*}
\|u\|_{\dot{B}^{0,1,1}}=\int_{0}^{1} \sup \left\{\int_{\mathbb{R}^{n}} u(x) \operatorname{div}_{x} \psi(x) d x: \psi \in X,\|\psi\|_{X} \leq 1\right\} d h, \tag{5.1}
\end{equation*}
$$

where $X$ is the space

$$
\begin{equation*}
X=\left\{\psi(x)=\int_{0}^{1} \psi(h, x) d h:\|\psi\|_{X}=\sup _{h \in(0,1]}\left\{\|\psi(h)\|_{C^{0}}+h\left\|\operatorname{div}_{x} \psi(h)\right\|_{C^{0}}\right\}\right\} . \tag{5.2}
\end{equation*}
$$

Let $E$ be defined as in (4.13), and let $Y$ be the closure of $E$ in $X$ using the norm $\|\cdot\|_{X}$. A similar computation as the one done to show that BV is a dual space gives the following proposition:

Proposition 5.1. The space $\dot{B}^{0,1,1}$ is the dual space of $X / Y$.
5.2. Coarea formula. Since $B^{0,1,1}$ is based on $L^{1}$, it is not surprising that we have coarea-type formula.

Proposition 5.2 (Coarea formula). The homogeneous Besov norm

$$
\begin{equation*}
\|u\|_{B^{0,1,1}}=\int_{B(0,1)}\left\|u_{h}-u\right\|_{L^{1}} \frac{d h}{|h|^{n}}=\iint_{|x-y| \leq 1} \frac{|u(x)-u(y)|}{|x-y|^{n}} d x d y \tag{5.3}
\end{equation*}
$$

satisfies the equality

$$
\begin{align*}
\|u\|_{\dot{B}^{0,1,1}} & =\int_{-\infty}^{+\infty}\|\chi\{u \geq \omega\}\|_{\dot{B}^{0,1,1}} d \omega \\
& =\int_{\mathbb{R}}\left\{\int_{B(0,1)}\left\|\chi\left\{u_{h} \geq \omega\right\}-\chi\{u \geq \omega\}\right\|_{L^{1}} \frac{d h}{|h|^{n}}\right\} d \omega \tag{5.4}
\end{align*}
$$

The proof follows elementary from the following lemma:
Lemma 5.3. We have for $u \in L^{1}$

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|u(x+t)-u(x)| d x=\int_{\mathbb{R}^{n}} \int_{-\infty}^{+\infty}|\chi\{(\omega, x-t): u(x) \geq \omega\}-\chi\{(\omega, x): u(x) \geq \omega\}| d \omega d x . \tag{5.5}
\end{equation*}
$$

Proof. One can compute directly

$$
\begin{aligned}
u(x+t)-u(x) & =\int_{u(x)}^{u(x+t)} d \omega=\int_{\mathbb{R}}(\chi\{\omega \leq u(x+t)\}-\chi\{\omega \leq u(x)\}) d \omega \\
& =\int_{\mathbb{R}} \chi\{(\omega, x-t): u(x) \geq \omega\}-\chi\{(\omega, x): u(x) \geq \omega\} d \omega
\end{aligned}
$$

so that the lemma follows.
At this point it is easy to prove the proposition. In fact, the homogeneous Besov norm can be written as

$$
\begin{align*}
\int_{B(0,1)}\left\|u_{h}-u\right\|_{L^{1}} \frac{d h}{|h|^{n}} & =\int_{B(0,1)} \int_{\mathbb{R}}\left\|\chi\left\{u_{h} \geq \omega\right\}-\chi\{u \geq \omega\}\right\|_{L^{1}} d \omega \frac{d h}{|h|^{n}} \\
& =\int_{\mathbb{R}}\left\{\int_{B(0,1)}\left\|\chi\left\{u_{h} \geq \omega\right\}-\chi\{u \geq \omega\}\right\|_{L^{1}} \frac{d h}{|h|^{n}}\right\} d \omega \\
& =\int_{\mathbb{R}}\|\chi\{u \geq \omega\}\|_{\dot{B}^{0,1,1}} d \omega \tag{5.6}
\end{align*}
$$

Note that by the equivalence of all the norms of Proposition 4.2, it follows that the integral of the norm of the level sets of $u$ are equivalent norms. However, also other equivalent norms satisfy the coarea formula.

Proposition 5.4. The following equality holds:

$$
\begin{equation*}
\int_{0}^{1} \inf \left\{\text { Tot.Var. }(v)+\frac{\|u-v\|_{L^{1}}}{h}, v \in \mathrm{BV}\right\} d h=\int_{\mathbb{R}} \int_{0}^{1} \inf \left\{P(B)+\frac{|\{u \geq \omega\} \Delta B|}{h}\right\} d h d \omega \tag{5.7}
\end{equation*}
$$

where $P(B)$ is the $B V$ perimeter of the set $B$ and $A \Delta B=(A \cup B) \backslash(A \cap B)$.
As a corollary, remembering that in the proof of Proposition 4.2 we actually prove that (4.9) is equal to (4.10), we have

Corollary 5.5. It holds

$$
\begin{align*}
\int_{0}^{1} \sup & \left\{\int u(x) \operatorname{div} \psi(x) d x ;|\psi(x)|, h|\operatorname{div} \psi(x)| \leq 1\right\} d h \\
& =\int_{\mathbb{R}}\left\{\int_{0}^{1} \sup \left\{\int \chi_{u \geq \omega}(x) \operatorname{div} \psi(x) d x ;|\psi(x)|, h|\operatorname{div} \psi(x)| \leq 1\right\} d h\right\} d \omega \tag{5.8}
\end{align*}
$$

The proof of Proposition 5.4 follows easily from the following lemma:

Lemma 5.6. For measurable sets $A$ it holds

$$
\begin{equation*}
\int_{0}^{1} \inf \left\{\text { Tot.Var. }(v)+\frac{\left\|\chi_{A}-v\right\|_{L^{1}}}{h}, v \in \mathrm{BV}\right\} d h=\int_{0}^{1} \inf \left\{P(B)+\frac{|A \Delta B|}{h}\right\} d h, \tag{5.9}
\end{equation*}
$$

with $P(B)$ the perimeter of $B$.
Proof. Clearly it is enough to prove that

$$
\begin{equation*}
\int_{0}^{1} \inf \left\{P(B)+\frac{|A \Delta B|}{h}\right\} d h \leq \int_{0}^{1} \inf \left\{\operatorname{Tot} . \operatorname{Var} .(v)+\frac{\left\|\chi_{A}-v\right\|_{L^{1}}}{h}, v \in \operatorname{BV}\right\} d h+\epsilon \tag{5.10}
\end{equation*}
$$

for all $\epsilon>0$. By coarea formula for BV functions, we have

$$
\int_{0}^{1} \operatorname{Tot} . \operatorname{Var} .(v)+\frac{\left\|\chi_{A}-v\right\|_{L^{1}}}{h} d h=\int_{0}^{1}\left\{\int_{0}^{1} P(\{v \geq \omega\})+\frac{|A \Delta\{v \geq \omega\}|}{h} d \omega\right\} d h .
$$

Let $\bar{v}$ such that

$$
\text { Tot.Var. }(\bar{v})+\frac{\left\|\chi_{A}-\bar{v}\right\|_{L^{1}}}{h} \leq \inf \left\{\text { Tot.Var. }(v)+\frac{\left\|\chi_{A}-v\right\|_{L^{1}}}{h}, v \in \operatorname{BV}\right\}+\frac{\epsilon}{2} \text {, }
$$

and $\bar{\omega}$ be such that

$$
P(\{v \geq \bar{\omega}\})+\frac{|A \Delta\{v \geq \bar{\omega}\}|}{h} \leq \inf _{\omega \in[0,1]}\left\{P(\{v \geq \bar{\omega}\})+\frac{|A \Delta\{v \geq \bar{\omega}\}|}{h}\right\}+\frac{\epsilon}{2} .
$$

Then the set $\{v \geq \bar{\omega}\}$ satisfies (5.10).
5.3. A property of (4.10). In the norm (4.10), let $v(h)$ be the minimum of the problem

$$
\inf \left\{\text { Tot.Var. }(v)+\frac{\|u-v\|_{L^{1}}}{h}, v \in \operatorname{BiV}\right\},
$$

considered for $h>0$. The existence of this minimum follows from the compactness of BV in $L_{\mathrm{loc}}^{1}$.
For $u$ fixed, we define the two functions $a(h ; u), b(h ; u):(0, \infty) \mapsto \mathbb{R}^{+}$by

$$
\begin{equation*}
a(h ; u)=\operatorname{Tot} \cdot \operatorname{Var} .(v(h)), \quad b(h ; u)=\|u-v(h)\|_{L^{1}} . \tag{5.11}
\end{equation*}
$$

We have the following proposition:
Proposition 5.7. For all bounded sets $A, a\left(h ; \chi_{A}\right),-b\left(h ; \chi_{A}\right)$ are decreasing functions of $h$ and moreover we have

$$
\begin{equation*}
\int_{0}^{+\infty} a\left(h ; \chi_{A}\right) d h=|A| . \tag{5.12}
\end{equation*}
$$

Proof. For simplicity, we will write $a(h), b(h)$ instead of $a\left(h ; \chi_{A}\right), b\left(h ; \chi_{A}\right)$. Since

$$
\begin{aligned}
& a(h)+\frac{b(h)}{h} \leq a(h+\epsilon)+\frac{b(h+\epsilon)}{h}, \\
& a(h)+\frac{b(h)}{h+\epsilon} \geq a(h+\epsilon)+\frac{b(h+\epsilon)}{h+\epsilon},
\end{aligned}
$$

we have that

$$
\frac{1}{h}(b(h)-b(h+\epsilon)) \leq a(h+\epsilon)-a(h) \leq \frac{1}{h+\epsilon}(b(h)-b(h+\epsilon)) .
$$

It follows that $b(h)$ is an increasing function of $h$, and that $a(h)$ is decreasing. In particular they are BV functions and by taking their weak derivative we have

$$
\begin{equation*}
\frac{d a(h)}{d h}+\frac{1}{h} \frac{d b(h)}{d h}=0 . \tag{5.13}
\end{equation*}
$$

Noting that $b(0)=0$, and $a(+\infty)=0, b(+\infty)=|A|$, we obtain the formula which gives $a$ as a function of $b$ :

$$
\begin{equation*}
a(h)=\int_{h}^{+\infty} \frac{1}{s} \frac{d b}{d s} d s=-\frac{b(h)}{h}+\int_{h}^{+\infty} \frac{b(s)}{s^{2}} d s . \tag{5.14}
\end{equation*}
$$

The result follows by integration in $h$, noting that as $h \rightarrow \infty$ we have $v(h) \rightarrow 0$.
Using the coarea formula, we then conclude that

Corollary 5.8. It holds

$$
\begin{equation*}
\int_{0}^{+\infty} a(h ; u) d h=\|u\|_{L^{1}} \tag{5.15}
\end{equation*}
$$

Finally, by means of (5.14), we obtain that the norm (4.10) becomes

$$
\begin{equation*}
\left\|\left\|\chi_{A}\right\|\right\|=\int_{0}^{1} \frac{b\left(h ; \chi_{A}\right)}{h} d h+\int_{1}^{+\infty} \frac{b\left(h ; \chi_{A}\right)}{h^{2}} d h \tag{5.16}
\end{equation*}
$$

We thus have
Corollary 5.9. For sets contained in the ball $B(0,1)$, an equivalent norm of $\dot{B}^{0,1,1}$ is given by

$$
\begin{equation*}
\|u\|_{\dot{B}^{0,1,1}}=\int_{0}^{1} \frac{b\left(h ; \chi_{A}\right)}{h} d h \tag{5.17}
\end{equation*}
$$

where $b\left(h ; \chi_{A}\right)$ is defined in (5.11).
5.4. Application to Bressan's mixing problem. To end this section, we state the following theorem:

Theorem 5.10. Let $\mathcal{T}$ be a sequence of invertible maps $\mathbf{T}_{i}$, and assume $\mathcal{T}$ be quasi incompressible. Then for all $n \in \mathbb{N}$ the composed map

$$
\begin{equation*}
\mathbf{S}_{n} \doteq \mathbf{T}_{n} \circ \cdots \circ \mathbf{T}_{1} \tag{5.18}
\end{equation*}
$$

is in $\dot{B}^{0,1,1}$ and its norm is bounded by

$$
\begin{equation*}
\left\|\mathbf{S}_{n}\right\|_{\dot{B}^{0,1,1}} \leq C_{6} \sum_{i=1}^{n}\left(\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{i}-\mathbf{I}\right)+\operatorname{Tot} . \operatorname{Var} .\left(\mathbf{T}_{i}^{-1}-\mathbf{I}\right)\right) \tag{5.19}
\end{equation*}
$$

with C a constant depending only on the coefficient of quasi incompressibility.
The proof follows from Theorem 3.1, Proposition 4.2 and coarea formula (5.4).
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