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Chapter 1

Introduction

There are systems in nature that are characterized by scale invariance, that is they
appear to have the same features if we blow up or down distances between points
(or elements) of the system. This is the case for statistical systems at critical points.
In such systems singular thermodynamical quantities are related to the correlation
length by a set of critical exponents (universality principle). At critical points the
correlation length becomes infinite and the systems become scale invariant, since
there is no scale left to measure distances.

The situation just outlined occurs for systems such as the vapor-liquid one at
the critical point, characterized by a critical pressure p. and temperature 7T,.. Below
T, density is not well defined, while it is well defined at and above T,.. A similar
picture holds for a ferromagnetic material with magnetization m. In nature there
are many other systems with analogous characteristics. Density and magnetization
are example of order parameters, temperature 17" and external magnetic field h are
instead examples of external fields. To be more specific, in ferromagnetic materials
the source of magnetization is the spin of the electrons in incomplete atomic shells,
each electron carrying one unit of magnetic moment. Such spins can be imagined
to be attached to lattice points and to interact with the neighboring ones in such
a way that the state of lowest energy corresponds to all the spins being parallel.
At T = 0 all the spins are aligned. When the temperature increases the thermal
motion destroys this order, but not completely if the temperature is low enough;
there remains patches where the spin are all aligned, with the result that a finite
magnetization survives. As T reaches T, and goes beyond it, order is completely
destroyed and magnetization vanishes (disordered or paramagnetic phase).

The physics near a critical point is experimentally characterized by critical
exponents. For ferromagnetic materials, when h = 0, we have

m~ (T, —T)" (1.1)

with # & 0.33, typically. At T'= T, the magnetization is not an analytic function
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of h
m ~ hs (1.2)
and, typically, 6 ~ 4. The magnetic susceptibility x is also singular

om

= (<) ~ir-T7, TAT 1.3
= (%) ~r- (13)

(with v = 1.33) as well as the specific heat C
C~|T =T (1.4)

(v = 0.10). There are two more critical exponents. We can think of a ferromagnet
as a continuous distribution of spin, represented (in the uniaxial case) by a field
o(z). Let us denote by G(k) the Fourier transform of the two-point correlator of

o(x):

G(k) = / (0 () (0)) e~k

This quantity can be measured by means of neutron scattering. It is observed that,
at the critical point,

G(k) ~ k=2t (1.5)

with 7 & 0.067. Finally, G(k) peaks at k = 0, so let us define the width £~ by

L 1, 0*G (k)
=50 () (16)

The correlation length & diverges at T' =T
E~|T-T, 7 at h=0 (1.7)

and v ~ 0.7.

The remarkable thing is that these critical exponents 3,6, «,v,n and v are
universal, i.e. the physical relations (1.1,1.2, ...) do not depend on the particular
material. Moreover there are phenomenological relations among them

_d+2-n

2 =2 6= =2—d §=—"—"
a+28+v=2  Po=p+7v  « v, -2+

(1.8)

so that only two of them are independent.



The universality and simplicity of the critical phenomena just illustrated prompt
us to suppose that such systems can be described by scale invariant Euclidean field
theories (time is not involved). Such theories contain fields A;(x) that, under a
coordinate dilatation

% — A\x?, A>0, a=1,...d,
transform as
Ai(z) — MY A; (M)

The number A; is called the scaling weight of A;(x). The example of the ferromag-
netism, discussed above, suggests that what is at work at the critical point is not
simply scale invariance, but a larger symmetry, confomal invariance. For the cor-
relation length is interpreted as the average size of the polarized spin patches; the
fact that at the critical point this becomes infinite, means that we have patches of
any size. Therefore the physical picture does not change, not only when we rescale
the system rigidly, but also when we rescale it with a varying scale from point
to point. But these are precisely conformal transformations (which locally change
size without changing shape).

It is obvious that conformal invariance is more restrictive than simply scale
invariance with obvious consequences on the predictivity of the theory. It is gen-
erally the case that scale invariant theories are endowed with a larger symmetry,
the conformal symmetry. Actually, to date no unitary scale invariant field theory
has been obtained that is not also conformal invariant. When d > 2 the conformal
group is finite dimensional, when d = 2 it is infinite dimensional. It is not surpris-
ing that this infinite symmetry will play an important role in the description of 2d
conformal fields theories. Two-dimensional conformal field theories are important
not only because they can describe two-dimensional statistical systems at the crit-
ical point, but also because specific 2d conformal field theories are the backbone
of (super)string theory.

Beside the successes of CFT in 2d, conformal symmetry and conformal field
theories are at the forefront also in higher dimensions. The truth is that confor-
mal symmetry is intrinsic to quantum field theory via the renormalization group
(RG) and the Wilsonian philosophy. Suppose we start from a microscopic system
represented by a distribution of spins. We are interested in seeing how the system
evolves when our resolution decreases (i.e. the typical energy, or scale, decreases).
To this end we can replace the system with another one constructed as follows:
we subdivide the system into small patches and replace the spins in each patch
by their average over the patch. If we next rescale the distances and the resulting
spins, we obtain a system of the same type as before. We can repeat the process
over and over and accordingly decrease our resolution. In many cases this process
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will converge to a new theory. Although such a process is more effectively car-
ried out in momentum space, the space description may help intuition of what the
renormalization group approach is. The RG in quantum field theory is mathemat-
ically described by the Callan-Symanzik equation, valid for any correlator among
(composite) fields A;(x):

) ;0
= (A (1) - Ay () + o (A (@) - A, (200) (1.9)

where A is the scale of energy, g’ are the couplings in the theory, f! = m%’gl 1 the

beta-functions and 717 the matrix of anomalous dimensions. This equation says that
when the energy scale changes the correlators remain formally the same provided
the couplings and the anomalous dimensions of the fields suitably change. The
B's are the crucial objects of our concern. Suppose for simplicity there is only one
coupling. When the corresponding S-function vanishes it means that the coupling
does not evolve with the scale of energy. Therefore a fixed point of the beta function
means that the theory has evolved to scale invariance. Since we have seen that
scale invariance means conformal invariance, fixed points of the RG provide plenty
of examples of (not necessarily Lagrangian) conformal field theories. The fixed
points can be UV or IR and we have no guarantee that a theory flowing from the
UV to the IR along an RG trajectory will end up in a fixed point. However this
turns out to be the case in many physically interesting examples.

Finally one needs not stress the importance of the role CFT in the AdS/CFT
duality or generalizations thereof, where CF'T on the boundary and gravity in the
bulk are different descriptions of the same physics.

1.1 Preliminaries

1.1.1 d>3

Conformal transformations are coordinate transformations that ‘change the size
without changing the shape’, that is change the distances between points without
changing the angles. The conforml group in d > 3 dimensions is finite dimen-
sional. It encompasses Poincaré transformations, dilatations and special conformal
transformations (sct’s). The latter are

xt — b

By g —
o o 1—2b-x 4 b222

(1.10)
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where b* are constant parameters. This of course can be viewed as a particular
general coordinate transformation. For infinitesimal b*
aH — bra?
1—2b-x+ b%x?

~ ot — b'a® 4 2b-x at (1.11)

and the general coordinate transformation takes the form: z# — x* 4 £* where
= —bta? + 2b-x 2t
Looking at how the square line element ds? = dx#,,dz"” transforms,

ds® — (1 + 4b-x)ds?, (1.12)

(1.10) can be understood as a special local rescaling of the metric. Conformal
transformations can in fact be defined as those coordinate transformations that
correspond to a (local) rescaling of the metric.

The Lie algebra generators of the conformal group (CG) are

D =1iz" 9,
L, =i(x,0, —x,0,)
K, =i(2x,2"9, — 2%0,)

They generate translations, dilatations, Lorentz and SCT’s, respectively. The Lie
brackets among them are

Ly, L ] =t MLy — MupLox — MrLyp + Nup L)
PYl =
L;u/a P)\] = —1 (nuAP nu/\Pu)

[

[P*

[

D, P¥| = —iP"

D, K" = iK*

[P*, K] = 2/ D — 2iLM"

(K", K] =0

1, D) =

(L, K = ’m)‘”K“ + iKY (1.13)

They form the Conformal Algebra (CA), which is the maximally extended bosonic
algebra of the Poincaré algebra. So far we have not specified what background
metric we understand in the previous formulas. It can be either Minkowskian or
Euclidean. In the first case the conformal algebra turns out to be isomorphic to
so(d,2) in the latter case to so(d + 1, 1), the Lie algebra of the orthogonal group
SO(d,2) and SO(d + 1,1), respectively.
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1.1.2 d=2

In two dimensions the conformal group is infinite dimensional, for the diffeomor-
phisms that correspond to local rescaling of the metric are arbitrary functions (see
1.1.3). Here we introduce the notation when the background metric is Euclidean.
By defining z = \/Li(xl + ix?) we will adopt the complex variable notation. In-

finitesimal conformal transformations are defined by
2 — z+€(2), zZ— Z+€(2) (1.14)

where €(z)(€(Z)) are arbitrary infinitesimal holomorphic (antiholomorpphic) func-
tions in the entire complex plane with the possible exclusion of the origin and the
point at infinity. The group of infinitesimal conformal transformations is thus a
direct product of its holomorphic and antiholomorphic subgroups: C x C. This
induces the characteristic chirality splitting of conformal field theories in d = 2,
with the consequence that the holomorphic and antiholomorphic sectors of these
theories can be studied separately: for instance the results for the full theory corre-
lators are obtained by putting together the results of the two sectors and requiring
reality.

Let us see a few properties of the holomorphic conformal transformations. From
now on we will limit our attention to the €(z) parameters that admit a Laurent
expansion

e(z) = Ze_nz”+1 (1.15)
nez
The generator corresponding to the n-th mode of this expansion is the vector field

d
0, = —"t1— 1.1
" & dz (1.16)

as can be seen by noting that, for any holomorphic function f(z),

0cf(2) = f(z+€) = f(2) = £y e e f(2)

where £x denotes the Lie derivative with respect to the vector field X. The Lie
bracket between the ¢,,’s define the Witt algebra of the holomorphic vector fields
on the unit circle

Wy bm] = (0 —m)lpim (1.17)

A finite subalgebra of both algebras is spanned by ¢_, ¢y, ¢1 (or L_q, Lo, L1),
which generate sf(2,C), the Lie algebra of the group SL(2,C). The latter is the
group of fractional transformations of the complex plane with unit determinant:

az+b
% )
cz+d

ad —bc =1 (1.18)
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Ifweseta=1+a,b=0,c=7,d=1+6, with o, £, , 0 infinitesimal parameters,
the corresponding fractional transformation becomes, to first order,

z—=z+ B+ (a—68)z — 722

This is to be compared with the transformation z — €, 4 €yz + €_; 2% generated by
01,4y, ¢_1. One can easily recognize the parameters of the 2d conformal group: the
translation parameters are given by the two components of €;; ¢y = pe'? gives the
dilataion and rotation parameters; finally the sct parameters b; and by correspond
to —R(e_1) and to J(e_y), respectively.

Radial quantization

When the spacetime metric is Euclidean the quantization of a field theory is better
carried out with the radial ordering rather the usual time ordering. This means that
the spacetime is foliated by spheres centered at the origin (instead of being foliated
by space-like hyperplanes as in the ordinary Lorentzian quantization). States are
propagated not by the Hamiltonian but by D. A more detailed introduction to
radial quantization will be given in Part II. For the time being the notion of radial
ordering of operators inserted in correlators will be enough.

OPE

In general in quantum field theory, given two fields i (x), p2(y) at nearby points
(r ~ y) their (radial ordered) product can be expanded in the complete set of
fields and their derivatives of the theory, located at some intermediate point (we
will mostly use the second point y):

R (p1(2)p2(y)) & Y Culz — y)pn(y)- (1.19)

The coefficients are in general distributions with some kind of singularity at x = y.
The symbol ~ here means that the series on the RHS is asymptotic, that is the
RHS the better approximates the LHS the closer is x to y. In CFT a remarkable
difference is that the series on the RHS of (1.19) is convergent and ~ is replaced
by =.

1.1.3 Appendix A: Conformal transformations in d = 2

In a Fuclidean 2d space diffeomorphisms are transformations z% — z% + £%(x),
with a = 1,2, where £* are infinitesimal generic functions. The metric transforms
according to

5£gab = Vafb + vbfa (120)
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where &, = gu&®. Under a Weyl transformation it transforms according to

5wgab = 2w Gab

(1.21)
where w(x) is a generic positive function. A conformal transformation is a diffeo-

morphism which coincides with a Weyl transformation. So if we start from a flat
metric 7, it is specified by

8(1§b + abga - 2wnab (122)
from which it follows that

01§+ 061 =0, 0161 — 026 =0 (1.23)
Where 0; = 0yi. Let us introduce the complex coordinates z = \%( ! +iz?),z =
5 (x' —iz?) and the combinations €(z, z) =

C{ne can verify that

756 +1i&) and €(z, 2) = J5(& —i&).

1
0z€(2,2) = 5(81 +1i02)(§1 +1&2) =0 0.€(2,2) =0 (1.24)
due to (1.23). So € is a function only of z, and € only of z. Thus in a 2d Euclidean
framework conformal transformations take the form (1.14)

notation we have

We need at times the compact notation 2%, where z!

= 2,22 =

= Z. In this
2% — 2% 4 €9, €'(2) = €(2) = €(2), (2) = €(2) = &(2). (1.25)

Since with these new variables the flat metric is the unit anti-diagonal matrix, we
have

(1.26)
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d = 2 conformal field theories
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In this part we introduce and analyze Euclidean conformal field theories in two
dimensions. The presentation follows closely the Belavin-Polyakov-Zamolodchikov
construction. It consists in extracting the conformal Ward identities (WI) on field
amplitudes from the path integral formulation of an abstract conformally invari-
ant field theory and split them in their holomorphic and anitiholomorphic parts.
Such split WI's can be written in different equivalent ways, a prominent one being
the operator product expansion (OPE). A theory is defined by the central charge
of the underlying Virasoro algebra and the weights of the primary fields, and a
fundamental role is played by the energy-momentum tensor (a descendant of the
identity operator). The primary fields and their descendants, applied to the vac-
uum at the origin of the complex plane, generate states which turn out to be lowest
weight representations (LWR) of the Virasoro algebra. In this way the classifica-
tion problem of CFT’s is translated into the mathematical problem of classification
of the unitary (or non-unitary) irreducible (or reducible) representations of the Vi-
rasoro algebra. This problem is completely solved. In particular for central charge
¢ < 1 there is a discrete series of singular reducible LWR’s (both unitary and non-
unitary), where singular means endowed with singular vectors. The presence of the
latter allows us to write down partial differential equations for split (holomorphic
and anti-holomorphic) correlators. More practically, instead of solving partial dif-
ferential equations, one can resort to the Coulomb gas technique, which permits to
write down the split correlators as explicit contour integrals. Once these are known
the physical correlators can be determined by studying the monodromy properties
of the split ones.

In order to overcome the barrier of ¢ < 1 solvable models one has to increase the
symmetry of the theory, for instance by adding supersymmetry. This part of the
lectures ends with the example of superconformal N = 1 and N = 2 field theories.
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Chapter 2

The BPZ construction

Two—dimensional statistical systems at a critical point call for an interpretation in
terms of two-dimensional Euclidean conformal field theories. The construction of
such theories was fostered by the work of Belavin, Polyakov and Zamolodchikov.
They were able to give a general formulation, using a path-integral approach, but
abstracting from the specific form of the Lagrangian. Their basic achievements
were to extract from the path integral the Ward identities corresponding to the
conformal symmetry, to clarify the role of the energy-momentum tensor and of the
primary fields (i.e. fields tensorial with respect to the conformal group, which are
identified with representations of the Virasoro algebra) and to classify all possible
theories.

Let us assume the theory has a local action S[¢, g] in terms of elementary fields,
collectively denoted ¢, and of a background metric g. We wish to compute the
correlators of n fields A;,, ..., A;,, which are in general supposed to be composite.
The amplitudes are defined by

[ DOA (1) ... Ay, (x,) e 510

(A) = (A (z1) ... Ay, () f D¢ e=51b.9]

Let us consider the consequence of an infinitesimal deformation ¢(z) — ¢(x) +
dp¢(x) in the path integral on the numerator of the RHS. To first order we have

/'ng (Z Ail (Il) ce 6¢A1k (Jfk) . Ain ($n)> e—S[qﬁ,g]
k=1

_ / Do Ai, (21) ... As. (2) 6,5 () 5109
or, more syntetically,
Ip(Ai (1) .. A () = (A (1) ... Ai, (20)055 (2)) (2.1)

15
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Now, let us suppose that d45 4 6,5 = 0. Then we have

1
5¢S = —(SgS = —5/\/5(59(117 Tab

which has to be inserted in (2.1). If the transformations are diffeomorphisms, so
that dgq = Vaep + Vieq, a,b= 1,2, then

0e(Ap (1) .. Ay (x2)) = /d2x G eV (T(2) A, (21) ... As, (1)) (2.2)

If the transformations are Weyl rescalings of the metric dgq, = 2094, we have

do(Aiy (z1) ... Ay () = — / d*x\/q o () (T, (2) Az, (1) ... Ay (2,))  (2.3)

The insertion of the energy-momentum tensor in the RHS of (2.2,2.3) generates
singularities when x coincides with zq,...,x,. But since ¢ and o are arbitrary
functions of z, the two equations mean that outside the points z1,...x, we have

Vi (Tx) Ay, (1) ... Ay, (1)) = 0, (T, (x) A, (1) ... Ay, (2)) = 0

These equations simplify further if the metric g is the flat one. Passing to the
complex notation', and denoting by A the product A;, (z1) ... A;, (x,), the previous
equations write

0.(T*A) =0, 85<T22A> =0, <TZ2A> = (2.4)
From now on we will set

_ 1 _ 1
T'=T,=T"= 3 (Tyy —2iT1y —Tay), T=Ts:=T"= 5 (T + 20115 — To)
T: =T =T+ The =1T,"°

Eq.(2.3) means that (T'A) and (T A) are holomorphic and anti-holomorphic, re-
spectively, except at the points z1,...,z,. We interpret this by formulating the
theory in terms of field operators, the em tensor being conserved and traceless,
in other words T = T'(z) and T = T(z) and T.; = 02. The singularities in the
correlators are produced by inserting these operators at coincident points.

0 1
1 0)°

2This can be verified to be true a posteriori for flat metric. It may not be true for non-flat
metric due to anomalies.

In complex notation a, 3 runs over z, z and the flat metric 7,5 = (
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Now let us apply the previous Ward identities to the case of conformal trans-
formations. We will start by considering a transformation such that € = €(z, 2) is
nonvanishing, while é(z, z) = 0.

(0A) = / dzdz €, 05 (TP A)
= /dzdz €(z,2) (AT A) + 0.(T*A))
= /dzdz e(z,2) (T A) (2.5)

where we have introduced (and will often use henceforth) the notation 0 = 9., 0 =
0s.

Let us elaborate on (2.5). We expect singularities at the points x1,. .., z,, and
also at the origin and at infinity due to the singularity of €(z). For simplicity, we
suppose that z1,...,x, are all finite and different from the origin. We will choose
a simple closed contour C' that surrounds all of them and excludes the origin.
Since €(z, z) is arbitrary, we can choose it so that it coincides with a holomorphic
transformation €(z) inside C' and vanishes outside it3. Using Stokes’ theorem we
can integrate over z and we find

1
(0.A) = 5 ji dz () (T A) (2.6)
where the integral is taken in the anticlockwise direction along C'. It follows that
T is the generator of holomorphic conformal transformations.

We can rewrite (2.6) in suggestive operator form. Since the singularities of
the correlator are only at the points x4, ..., z,, we can deform the contour C' and
reduce it to a union of small separate contours C; around each point z;. Let A(z, 2)
be one of the operators inserted in the correlator and let C, be the small contour
about it. Then (2.6) can be split operatorially into n relations of the type

5. A(2,5) = —— 740 dw e(w) R (T(w)A(z, 7)) (2.7)

271

where R is the radial ordering (which replaces the time ordering in Euclidean field
theories):

A(=)Bw), 2| > |u|
R (A(z)B(w)) = {B(w) (2), |z <|w|

3We actually need smoothing out €(z, z) in a small neighborhood of C, because ¢€(z, z) has to
be sufficiently regular.
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Eq.(2.7), in turn, can be further simplified by choosing two circular contours, C;
and C, around the origin such that C; excludes C, and is clockwise oriented and
C. includes C, and is anticlockwise oriented. Since the only singularity between
the two circles is where z coincides with w, we can deform C, so that it coincides
with the union of C; and C.. Thus

0 A(2,2) = QLm : dw e(w) R (T(w)A(z, 2))
— % . dw e(w) T(w)A(z, 2) + A(z, 2)%%@ dw e(w)T(w)

Now there is no singularity left and we can deform the two contours so that they
coincide. Due to their opposite orientation we finally get

5 A(z, ) i[ 7,{3 0 dwdw)T(w),A(z,z)} = [TG,A(z,Z)] (2.8)

= om

where Cj is a contour surrounding the origin.
For an antiholomorphic conformal transformation €(Z) we have similarly

(0A) = Lfcdz e(z)(T A) (2.9)

271

and

S A(2,2) = %[ }é S g(w)T(w),A(z,z)} = [TE,A(z,z)] (2.10)

2.1 Properties of the energy-momentum tensor

The energy momentum tensor is itself a composite field of the theory. So we can
apply the previous formulas to it as well. We thus find the following equation

= () (2.11)

5.T(z) = [T ’T<z)} = e(2)T"(2) +2¢ ()T (2) + 13

where a prime denotes derivation with respect to z. The rightmost equality follows
from the transformation property of 7'(z). The energy momentum tensor in d = 2
is almost a quadratic differential, but not quite; it behaves in fact as a projective
connection, i.e., under a holomorphic transformation z — w(z), it transform as
follows

T(2)(d2)? = ((w’)QT(w) + 1—62{w, z}> (d2)? (2.12)
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where

w" 3/ 2
=5 ()

is called the Schwarzian derivative. The transformation (2.11) is the infinitesimal
version of (2.12) when w(z) &~ z + €(z2).

Similar considerations and formulas hold for T'(%).

Let us Laurent-expand T(z) and T'(%).

T(z)=)» Lz "2  T(2)=)Y L,z "7 (2.13)

nez nez

Using an analogous expansion for € and € (viz. €(z) = Y, ., €_,2""") and identi-
fying the modes on the left and the right sides one finds that (2.11) corresponds
to the Virasoro algebra

C
[Lin, L] = (m — 1)Ly ym + E(m3 — )00 (2.14)

An analogous commutator is obtained for L,,. In addition [L,, L,,] = 0.
We see that ¢ has to be identified with the central charge of the Virasoro algebra.

2.1.1 Operator product expansions

Consider a field theory with a complete basis of fields A;(z). It can be proven
that the product of any two such fields A(x)B(y) at nearby points x ~ y, can be
expressed in terms of a series of basis fields with coefficients given by (in general)
singular functions (i.e. distributions) of # — y. This is referred to as operator
product expansion (OPE). Such expansion has to be understood as inserted in
correlators. In a generic field theory the OPE series are generically asymptotic,
while in a conformal field theory they are convergent. In the language of one
complex variable adopted in this chapter we have, for instance,

R(A(2)B(w)) = Z Ci(z — w) Ay (w)

where the functions Cj(z — w) are meromorphic with possible poles at z = w
(later on also cuts will appear). In the sequel we will mostly understand the radial
ordering symbol R in OPE’s.
The first example we present is the OPE of T'(z) with itself. It takes the form
2T T
T()T(w) = —— & 2w T g, (2.15)

2z—w)*  (z—w)? z-w
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where Reg stands for regular terms.
This OPE is equivalent (up to the regular terms) to the transformation law
(2.11). For, let us consider (2.7) applied to the operator T'(z),

5.T(w) = — 7{ dz () R (T(2)T(w)) (2.16)
21 Je,,
and let us replace (2.15) inside it. By the Cauchy theorem we see that the regular
part of the OPE does not contribute and the simple pole can be easily integrated.
As for the other poles we use the residue theorem. If an analytic function f(z) has
a pole of order n at z = zj, the residue at that pole is

. 1 dnil n
Resf(z9) = lim = 1) (dz"‘l [(z = 20) f(Z)]>

Z—r20
The end result is easily seen to be (2.11), which in turn contains the same infor-
mation as (2.14).
Example: the Gaussian model
The Gaussian model is the model of a free scalar field . The full propagator is
<50<Z> 2)90(71)7 YI))> =In ’Z - ’LU’2

We can isolate the holomorphic part

(e(2)p(w)) = In(z —w) (2.17)
The holomorphic energy momentum tensor is
T(2) = 5 - Depp (215
Using the Wick theorem and expanding in Taylor series when necessary, we obtain
T()T(w) = 5 0.0(2)0:0() 5 : Ouplw)uipluc):

= 0.p(2)0uplw) : 000 Iz — w) + 5 (000 (= — w)))’

% : 0.0(2)0.0(2)Duip () Dip(w)
- 1 T(w) . OuT(w)
N 2(z—w)4+2(2—w)2+ cow

+ Reg

and a similar OPE for T(%), which confirms the general form of the OPE for
energy-momentum tensors. It also tells us that the central charge of the model is
2 (1 for the holomorphic and 1 for the antiholomorphic part).
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Example: massless Majorana fermion

A massless Majorana field has two components ) and 1. The Lagrangian is

L = o) + oy (2.19)
and the propagators are
WEW) = ——,  BEH@) = —— (2.20)

Z—w Z—w

The energy-momentum tensor components write

1 - 1 -

T(e) = —5 900, () = —5  D(2)D9(2) :

(2.21)

Using OPE and Wick theorem we can compute

T = § o + 2+ 2 ey

and an analogous expression for the antiholomorphic part. This means that the
central charge of the holomorphic part is 1. The central charge of the full model

. 2
s 1.

2.2 Primary fields

Basic ingredients in conformal field theories are the primary fields. Primary fields
are covariant under the action of the conformal group. A primary field is defined
by the following transformation rule under a conformal change of coordinates z —
w(z) and z — w(2):

bz, 2)(d2)"(dz)" = ¢(w, @) (dw)" (dw)" (2.22)

The number A = h+h is the scaling weight. This is the same concept introduced at
the beginning of this chapter as it represents the response of the field with respect
to a rigid coordinate rescaling. The number s = h — h is the spin, as it represents
the response of the field under a coordinate rotation z — 2.

Let us concentrate from now on on the holomorphic part of ¢. Under an
infinitesimal conformal trasformation z — w(z) ~ z + €(z) we get

5 = o) (52) % ol e+ )"
= ¢(2) +€(2)09(2) + he(2) g(2)
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i.e., setting 0.0(z) = d(2) — ¢(2),
0cp(2) = €(2)00(2) + he'(2) ¢(2) (2.23)
But, since this transformation is generated by 7', we have also

5.6() = {i § W T, 06)| = I06:) +he )0 220

271

By considering for instance a transformation €(z) = €_,2"™! we can derive from
this

(Lo, ¢(2)] = 2"710¢(2) + h(n +1)2"¢(2) (2.25)
Alternatively one can use OPE to express the same property
h 1

Examples of primary fields

It is easy to prove that in the Gaussian model we have

1

Z—Ww

02 p(w) + . ..

T(2)Dpl) = s o() +

Hence Oy is a primary field of weight 1.
In the free Majorana fermion model we have

1 1

T(E)(w) = 5

1
2m1/}(w) + m@@/}(w) + ...

Therefore 4 is a primary field of weight 3.

2.2.1 Secondary fields

Any primary field ¢ of weight h defines an infinite family of fields, called conformal
famaly. Consider the OPE

(w—2)"29"(2)

NE

T(w)o(z) =

=
Il

0

where ¢(¥)(2) = h¢(z) and ¢~V (z) = d¢(z). The remaining ones are defined as
follows:

¢(_k’)(z) _ L_k(z)¢(z)7 where L—k(z) = QLM]{C dw(wT&
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We have in particular L_4(0) = L_;. The fields ¢~ (z) are the secondary or
descendants fields of the family. The process of creating descendants can continue
ad infinitum by applying L_.(z) to the descendants, and so on.

One important secondary field is the em tensor itself. In fact the identity
operator [ is a primary field of 0 weight. Therefore it generates a conformal family.
The second secondary field of this family

7= 2)( ) = L%de:T(z)

21 wW— 2

is precisely the em tensor.
The transformation property of the secondary field ¢ is given by

0 V(2) = ez )3¢(”“)( ) + (h+ k)e ()0 (2)

) et (2.27)

k—

Zl [+ 1) (dzl+1 >
c 1 dk+1
+E(k 2)! (zk“ )¢

2.2.2 State-operator correspondence

A given 2d conformal field theory is defined by its energy-momentum tensor and
its primary fields. The energy-momentum tensor is equivalent to the datum of the
L,’s. Let us introduce the vacuum vector |0). In any theory it is defined by

L0y =0, n>-1 (2.28)

This is known as the SL(2,C) invariant vacuum since it is left unchanged by the
SL(2,C) generators L_1, Ly, L1. By acting with the fields of the theory on the
vacuum we can generate the states of the theory. Any primary field is required to
be regular at the origin of the complex plane®. So, given a primary field ¢(z) we
can define the state

) = ¢(0)[0) (2.29)
Due to (2.25) this implies
Ln|¢) = Ln$(0)|0) = [Ln, ¢(0)]|0) =0, n>0
Lo|¢) = [Lo, ¢(0)]|0) = h¢(0)[0) = hl¢) (2.30)

4This does not mean regular as a field operator, but that, after applying the field to the
vacuum, there is no singularity left at the origin
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This means that a primary field defines a lowest weight representation of the Vi-
rasoro algebra (see below)
The secondary fields define other states of the same representation, for

M (0)[0) = L_k|)

and more states are obtained by applying to the vacuum the descendants of the de-
scendants, and so on. Therefore giving a primary field is tantamount to specifying
a lowest weight representation of the Virasoro algebra (see below).

This means that the process field — state can be inverted. From a lowest
weight state we can go back to the corresponding field®. This is called the state —
operator correspondence.

The dual vacuum (0] gives rise to the dual state — operator correspondence as
follows:

(0] ~ (0]¢(c0)

In defining the dual state (¢| one has to be careful and take into account the
transformation properties of the field ¢ under conformal transformations:

o) = (%) bt

The point z = oo is outside the patch where the coordinate z is a good coordinate.
A good coordinate at z = oo is instead w = —%. Therefore the relevant relation is

d(w =0) = lim z*"¢(2)

Z—00

So
(@] = (0]6(0) = lim 2*"(0]¢>(=) (2.31)

Z—00

2.3 Lowest weight representations of the Vira-
soro algebra

The concept of primary field and relevant conformal family of secondary fields is
strictly connected, and actually identified, with the idea of lowest weight represen-
tation of the Virasoro algebra (Vir). The Virasoro algebra is defined, in a more

SWe may argue as follows. Knowing the primary state and its descendants allows us to compute
all the correlators involving primary and secondary fields. On the other hand the reconstruction
theorem of axiomatic field theory tells us that knowing all the correlators we can reconstruct
the fields of the theory. The Coulomb gas (see below) is an example of explicit field operator
construction from LWR data.
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formal way than above, by the generators L, and ¢. The latter commutes with
all the L,’s and its eigenvalue is the central charge. Lowest weight modules are
defined in analogy with ordinary Lie algebras by singling out a maximal commut-
ing subalgebra. This is chosen to be formed by the generators ¢ and Lg. Different
representations are defined by their eigenvalues. More formally, a lowest weight
representation (LWR) V}, .. is constructed over a lowest weight vector |¢,) such that

clon) = c|on)
Lo|on) = hlén) (2.32)
L,|on) =0, n >0

Vi, is spanned by the vectors

L’“_”',%LT_",;;1 LT | on)s 0<k <ky.. <ky (2.33)
where 7, ..., 7, are positive integers. The L eigenvalue of the generic state (2.33)

is h+ > k;r;. If all the states (2.33) are independent, V},. is called a Verma
module.

Remark

LWR’s with h = }_l, > 0 are sometime called ‘positive energy representations’. This comes from
interpreting Lo + Lo as Hamiltonian. Let z € C be the complex coordinate and let us introduce
coordinates o, T in the cylinder S' x R by the map z = "%, Then

- 0 - .0
504—40:5, 50—50:Z%

Therefore the representative Lo + Lo of £y + £y plays the role of Hamiltonian. In this context
|pn) @ |pn) is the state of lowest energy as all the other states of Vi, . ® Vi, ., see eq.(2.33), have
a higher energy eigenvalue.

The two important questions concerning a LWR V}, . are:
e when is V}, . irreducible?

e when is V} . unitary?

Starting from the position

(Pnldn) =1 (2.34)
and the ‘reality condition’ (see below)
Ll =1 (2.35)

and using the defining commutator (2.14), it is possible to define an inner product
in Vj, .. Unitarity is understood with respect to this inner product.



26 CHAPTER 2. THE BPZ CONSTRUCTION

A comment on the ‘reality’ condition

In CFT there are two types of conjugations, the bpz and the hermitean conjugation.

The first is the conjugation under the transition map z — —%. Since under this

map T'(z) is mapped to Z%T (—%), it follows that L,, is mapped to (—1)"L_,. In

proving this one should notice that the Schwarzian derivative {w, z} vanishes when
1

w(z) = —=.

So we define
bp(La) = (~1)"L_, (2.36)

On the other hand we can define another conjugation, by calling real a quantity
that coincides with its complex conjugate on the unit circle of the z plane. The
classical e.m. tensor must satisfy this condition

(T(z)(dz)Q)* = T(2)(dz)?, z =" (2.37)

This implies L) = L_,,. This classical condition induces the hermitean conjugation
(2.35) in the quantum theory. Therefore

LI = (=1)"bpz(Ly,). (2.38)

It is worth remarking that the hermitean conjugation is connected not to the
transition function z — —%, but to another map, the inversion map: z% — %/,
see section 4.0.1, which in complex notation becomes z — % This maps the origin
to oo and viceversa, and leaves the unit circle |z| = 1 unchanged. This fixed
locus of the inversion map is what is needed to impose reflection positivity, the
property of Euclidean field theory amplitudes that implies unitarity in the Wick-
rotated (Minkowskian) field theories. In ordinary Euclidean theories the reflection
positivity is defined with respect to a suitable hyperplane in spacetime. The present
case is better understood on the cylinder via the map z = ¢™"% where the unit
circle corresponds to the section 7 = 0. Such a section splits the infinite cylinder
into two symmetrical halves. To implement reflection positivity the states and
operators localized at 7 = —oo (2 = 0), must be hermitean conjugates to the
states and operators at 7 = oo. This the origin of (2.35).

2.3.1 Unitary LWR’s

For a representation V} . to be unitary it is necessary that the just defined inner
product be nonnegative. In particular, for any n > 0, we must have

IL-alén)ll* = (SnlLnLon|n) = (dnl[Ln, L-n]lén) (2.39)

_ <2nh v 1—62(713 - n)) (6n|on) = 2nh + 1—02(713 ) >0
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This implies
c>0, h>0 (2.40)

To obtain more stringent unitarity conditions we first notice that any state of
Vh.e can be labeled by the level N, which for the generic basis state (2.33) is the
number defined by

i=1
(recall that the eigenvalue of Ly is N + h). States belonging to different levels are
orthogonal. Let us examine the generic state at each level:
e N=0: the only state is |¢p) and (¢n|on) = 1.
e N=1: the only state is L_1|¢p) and ||L_1|dn)||* = 2h.

e N=2: the generic state is a superposition

V) = a Los|én) +b L2 |én) = altn) + blen)

According to the theory of quadratic forms the state [¢)) has positive, negative
or 0 norm according to the value of the determinant of the matrix

_((haln) (nla) _ [4h+ e 6h
Ml ) = (<w2|¢1> <w2|¢2>) _< 6h 8h2+4h>

A necessary condition for absence of negative norm states is
det My(h, c) = 2h(c+ 2(c — 5)h + 16h*) > 0 (2.42)

Since h > 0, this condition excludes a region between ¢ = 0 and ¢ = 1
enclosed by a parabola ¢ + 2(c — 5)h + 16h* = 0 passing through the origin
of the (h, c) plane and the point ¢ = 0,h = g. On the parabola we have the
solutions h = hy 9 = hy,h = hy; = h_, where

h=he — = [5—c:|: \/(c—l)(c—25)] (2.43)

For N generic calculations are more involved. The number p(N) of states at
level N is given by the formula

| EE (2.44)
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where ¢ is a free variable. In general one has to analyze a determinant of a p(N) x
p(N) matrix, My(c, h). The analysis was carried out by V.Kac and by B.L.Feigin
and D.B.Fuchs, [3, 2]. Here are the results. The Kac determinant is

det My(c,h) ~ [T T] [h = i (0PN (2.45)
k=1nm=k
where
() = 35 (13— )0 +m?) + (2~ m?) /e~ Die— 29)
—2@%n+20—2} (2.46)

with 1 <nm < N.

Theorem. The representation Vi, . of Vir is unitary and irreducible for ¢ >
1,h > 0.

All the states of these representations have positive norm. There are no zero
norm states (singular vectors).

There are moreover other unitary representations for discrete values of ¢ < 1:

6
c=1l-—" "  p=345,... 2.47
p(p+1) (2.47)

Replacing this in (2.46) one obtains the discrete weights

[(p+ 1)m — pn]® — 1
4p(p+ 1)

h = hpm(p) = , n=1,...,p—1, m=1,...,n(2.48)

The case p = 2 corresponds to the trivial representation ¢ = 0, h = 0. Formulas
(2.47) and (2.48) define central charge and operators weights of the minimal models
of CFT.

2.3.2 Reducible and irreducible LWR'’s

We have mentioned above that Vj, . with ¢ > 1,A > 0 is an irreducible unitary
module of Vir. We did not specify what irreducibility means in this context. Let
us expand on this point.

At level N = 2 consider the combination

0= (22 g ) (2.49
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It satisfies
Lolx) = (h+2)x)
3
L) = (3 R 2)) Loijén) =0

16h? +2(c —5)h + ¢
L2|X> = 42 19 ) |¢h> =0, h = h1,2,h2,1

L.lx) = 0, n>2

This means that y is a LWV and

(xIx) =0 (2.50)

So for h = hy 2, ha1, |x) is a singular vector orthogonal to all the states of Vj, ..

Starting from |x) we can construct for h = hy 5, hoy the module Vi, 4o o0 Vigo, =
{Ix)s L-1|x)s-- -} Vhia. is orthogonal to all the states of Vi .. So Viia. is a
subrepresentation of V.. The latter is reducible and we can obtain a new module
by the quotient

Vh,c
Vh+2,c

According to Feigin and Fuchs we can generalize this construction: for any level
k, with k integer, we can construct a singular vector |x) such that

Lolx) = (h+k)x)
L.|x) = 0, n>0 (2.51)

Moreover |x) is orthogonal to all the vectors in V} .. In particular (x|x) = 0.
Feigin and Fuchs’ conclusions are summarized in the following
Theorem.

e The module V. is irreducible if and only if it does not contain any singular
vectors.

o A singular vector of level k generates in Vj, . a submodule isomorphic to Viy.c.

o The factor module My . by the mazimal proper submodule is irreducible and
every irreducible LW module is of the form My, .

As far as the unitary series (2.47,2.48) is concerned, let us denote by V,,,, ., the
module V}, . identified by the integers p, n and m. We can conclude that all V}, ,, .,
are reducible. The irreducible module M (h, ¢) is given by the quotient

%7n’m

‘/p,2p7n,m @ VZD,n+p,p+17m

M(h,c) = (2.52)
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Finally, the modules belonging to the unitary series, are not the only reducible
modules: there is a series of degenerate modules classified by two relatively prime
positive integers p, ¢, whose central charge and weights are given by

6(p — q)*
pq
. 2 - 2
B = (mp —nq)” — (p Q), l<m<g—1, 1<n<p-1
4pq

c = 1-—

(2.53)

For ¢ = p+ 1 and m < n these formulas give back the unitary series. When
q # p + 1 these representations are not unitary.

2.3.3 LWR’s of Vir and CFT

As we have seen above, a primary field ¢ in CFT contains the information of the
conformal family generated by it. Applying ¢ and all its secondary fields, evaluated
at the origin, to the vacuum generates (a basis of) a LWR of the Virasoro algebra.
On the other hand the data of LWR's of Vir allow us to reconstruct a corresponding
primary field. Therefore primary fields of CF'T and LWR’s of the Virasoro algebra
contain an isomorphic set of data. Thus the classification of LWR’s of Vir provides
an essential tool for the classification of CFT’s. In particular the list of unitary
LW modules with definite central charge provides a list of unitary CFT’s. We will
focus from now on on the minimal unitary series, which underlies the conformal
unitary minimal models.

In a field theory the final goal is of course the calculation of its correlation
functions. In 2d CFT we have the advantage of an infinite dimensional symmetry
algebra, which puts strong conditions on the correlators. These conditions are
encoded in the underlying LWR’s corresponding to the primary operators of the
theory.

2.4 Correlation functions in 2d CFT

To start with let us establish a few general properties of the correlators in a
given CFT. Let ¢1,...,¢n be the primary fields of the theory and hq,..., hy
their weights. From (2.7) we have

de(d1(21) - On(zn)) = — %c dz e(2)(T(2)p1(21) - . . On(2n)) (2.54)
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where C' is a closed contour surrounding zi,...,z,, but not the origin. On the
other hand, using OPE inside the correlator beside (2.54) we have

0c(P1(21) - - - Pnl2n)) (2.55)
- b dze(2) Z < ha + ! : 321.) (D1(21) - .- On(2n))

211 Jo —\(z—2z)? z-z

since the regular terms of the OPE do not contribute. Comparing (2.54) with
(2.55), since €(z) is a generic function, we get

(T(2)¢1(21) - - - Pu(2n)) (2.56)
a Z ((Z —hizz')Z 2 —1 zlaz> (1(21) - fn(zn))

so, once we know a correlator for a set of primary fields it is easy to get the same
correlator with the insertion of 7. With a slight generalization we can also derive
correlators with several 7' insertions.

Eq.(2.56) is an example of correlator involving a secondary field. For a generic
secondary field ¢(=%), with k > 2, using (2.56), we have

(079 (2) 61(21) - - - Pu(2n))

- L dw _1 — (T(w) p(2) $1(21) - - - Pn(zn)) (2.57)
27(2 C, (’U} Z)

N~k (= DR 1 s ]

-2 (u_z@.)k T 3) COLICINICACH)

Therefore, once we know the correlators for primary fields we can compute the
correlators with any kind of insertions of secondary fields. Therefore, what remains
to be computed are the correlators of primary fields.

2.4.1 Correlators of primary fields

For correlators in CFT there are general results valid in any dimension. As a
consequence of conformal invariance we have, for primary fields ¢; of scaling weight
Ai7 (bGIOW Tij = Ty — l’j)

e a two point function (¢ (x;)p2(x2)) vanishes unless ¢; coincides with ¢y, and

1

~N —
|ZL’12|2A1'

(Pi(71)@i(z2))
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e three point functions:
(01(21)Pa(w2) P3(w5)) = Clag |w12| 3721782 5|32 721723 gy | 2172272
where C}93 is a suitable constant.

e four point functions

(P1(21)P2(2)P3(x3)Pa(4)) = H i | 38748 f(u, v),

ik
T12234 v — L14723
= , —=
L1324 T13T24

where A = 2?21 A; and f is an arbitrary function of £ and 7.

In 2d one can say much more than this. In many cases all the correlators of
primary fields are known exactly. In minimal models integrability is guaranteed by
the existence of singular vectors in the corresponding LWR’s. For a degenerate field
(that is a field that generates a degenerate LWR) at level 2 we have the singular
state (see above)

0 = (L gt ) 9

Let us define the singular field

x(z) = (L2<z> - mﬁm) o(2) (2.58)

Then modding out the submodule built over |y) corresponds to setting x = 0 in
correlators like (x(2)p1(21) ... ¢n(2,)). So we have

0 = (6r() - nl) (2:59
= (L2200 (21) - 0nn)) = 52O (1) ()

) (Z (o) 2(2h3+1)62> (#(z) é1(1) - @n(zn))

i=1

We obtain a partial differential equation for the correlator. Solving it will allow
us to determine the correlator.



2.4. CORRELATION FUNCTIONS IN 2D CFT 33

SL(2,C) Ward identities

An often useful condition on correlators comes from the SL(2,C) of the vacuum.
This involves the generators L_y, Ly, L1, which annihilate both (0| and |0) vacua.
We can therefore write for any correlator (¢1(z1) ... ¢n(z,)) the Ward identity

([Lis01(21) - @u(z0)]) =0, i=—1,0,1 (2.60)

This becomes very effective if the fields ¢; are primary or, at least, quasi-primary,
which means that their commutation with the L; generators take the form (2.25),
for n = —1,0,1. In such a case we can write (2.60) as

D 0..(61(21) . bn(20)) =0

n

D (20:, + hi) (1(21) - u(20)) = 0 (2.61)
Z (leazk + QZkhk) (d1(21) ... Pn(2n)) =0

An example: the critical Ising model

The Ising model is a model for a uniaxial ferromagnet. In 2d at the critical point
it can be represented by a conformal invariant local Euclidean field theory. This
is simply the theory of a free Majorana fermion with components v and ¥ (see
above). The critical Ising model admits different descriptions, one in terms of the
primary fields I,%,1,¢ =: 1 : of weights (0,0), (%,O), (0, %), (%, %) respectively,
another in terms of the order parameter o(z, z) of weight (15, 1;) with primaries
I,0,¢, and a third one in terms of the disorder parameter p(z, z) of weight (1—16, %6)
with primaries I, u, €. The central charge of the model is ¢ = %, corresponding to
p = 3 in the minimal series (2.47) and the weights h = 0, %, == are those allowed

72716
by formula (2.48).
The fields o and p are nonlocal with respect to v

1

b(w)o(z,2) = (u(z,2) + O(w — 2))
w—z

1

blw)ul=2) = (0(2,2) + Ow — 2))

Jio ==

The singular vector at level 2 for the primary operator o with weight % is

) = (Loz — 5 L2))]o) (2.62)
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(we consider here only the holomorphic part, there is a similar singular vector
for the antiholomorphic part). The differential equation (2.59) for the o four
points function contains a quadratic derivative with respect to z and three simple
derivatives with respect to zi, zo,23. The latter can be eliminated in favor of a
simple derivative 0, using (2.61), so that (2.59) becomes an ordinary differential
equation

42 C 1 d 1 1
{mi; [—d_ - E—@_zi)z}

1 1
+§ Z (z — 2)(z — %) }<U(Z)U(21)U(22)0(23)> =0 (2.63)

1<j

Next we exploit the SL(2,C) invariance of the vacuum to fix the three insertion
points 21, 29, 23 at 0o, 1 and 0, so that the above equation becomes

4d2+ 1+ 1 d_l 1+ 1
3dz? z z—1)dz 16 \22 (z—1)2

1 1
—i-gm}@(oo)a(l)a(z)a(o» =0 (2.64)
Setting
(o(00)a(1)a(2)a(0)) = 275 (2 — 1) 75 f(=) (2.65)
one gets

This is a standard hypergeometric differential equation, which admits two inde-
pendent solutions

1 11 14/ I=2  _ Wi(2)
f(2) = Fi(5,—13.2) =% =% (266)
—1—2 _ Wa(z ’
\/EQFl(%%v%vZ) = : 21 = \%)

Using these two solution it is possible to construct a univalent correlator

G(z,z) = (o(o0)o(1,1)0(z,2)0(0,0))
= e THL = 2T WAL+ Wl (2.67)
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To complete this short presentation of the results of the critical Ising model let
us compute the critical exponents. Using the identification

-2
Agzhg+hg=dT+’7

we obtain 7 = i. Using the other identification

1
d — (he + he)

UV =

we get v = 1. Finally using the relations (1.8) we obtain: a = 0,3 =3, v = I and

0 =15.

2.5 Coulomb gas

It is clear from the previous example that, since the primary operators of the
unitary minimal series are all degenerate, for all primary field correlators we can
exploit differential equations such as (2.59). In principle, by solving these equa-
tions we can determine all the correlators. In practice this is very complicated.
Fortunately there exists a way to (implicitly) integrate these differential equations.
This is the so-called Coulomb gas method, [4], which utilizes a modification of
the Gaussian model introduced above. The Gaussian model for a scalar field has
central charge 1. Thus it is of very limited use, in particular it cannot describe
the minimal series. We can radically change the situation if we add a background
charge. This can be achieved by modifying the holomorphic energy-momentum
tensor as follows

T(2) = ~1(0:0)°(2) + 0 0%(2) (2.68)

while the propagator is unchanged

(p(2)p(w)) = =2In(z — w) (2.69)

(we have slightly changed the definition of the scalar field ¢ — —\/Légo). It is easy
to show that with respect to the Gaussian model the central charge is shifted from
c=1to

c=1-24a} (2.70)
Moreover, defining the vertex operator

Vo(z) =: e?®) . (2.71)
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it is easy to prove the OPE

he 1
T(2)Vy(w) = = w)QVa(w) o wVO’é(w) + Reg (2.72)
where
he = o — 2090 (2.73)

Thus V, is a primary field of weight h,. One can also prove that
- plap(z) .. piBe(w) . (z _ w)2aﬁ - pilap(2)+Bp(w)) . (2‘74)

In order to compute correlators one has to take into account that there is a
charge —2qy at infinity. This can be represented by a vertex operator V_g,,(z)
inserted at infinity. Taking into account (2.31) we write, for instance, the two
point function as follows®

: o2
(Vo (21) Vay (22)) = 1im 2590 (0] Vo (2) Vi, (21) Vi (22)[0) (2.75)
Using (2.74) this turns out to make sense and equal (z; — 22)?*®2 only when
a1 + as — 2a9 = 0. In fact inserting the operator 2%” fdw do(w) " in a generic
correlator and using the OPE, one finds

OV 30 (2)Var (21) - . van<zn)ii 7{) dz ip(2)|0) (2.76)

271 C

1 " 2l dic
= — ¢ dw (Zw -+ °)<0|vQQO(z)val(zl)...van(zn)\m:o

because the contour C' is around the origin and does not contain any of the point
2,21, .-+, %n. On the other hand, by reversing the picture we can understand this
contour, with opposite orientation, as surrounding all these points. The result is

(209 — Z a;) Zlg]élo Z59(0|V. 90 (2)Vay (21) - . - Vi (2,)]0) = 0 (2.77)

i=1

So, the correlator can be non-vanishing if and only if the total charge is conserved:

200 =Y (2.78)
=1

6See Ch.3 for the relation of the Coulomb gas approach with the general method of bosoniza-
tion.

"This charge is well defined even though J¢ is not strictly speaking a primary field of weight
1. This is due to the fact that under a conformal transformation d.¢ = 9 (e¢ + 2ice’)
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In general

(Var (21) ... Vi, (20) ) = {Hm(z —OZJ)QWJ-, %Zi Z ; ;32 (2.79)

Notice that h, = hoa,—a- Therefore, for instance, we can write the four points
function of an operator of weight h, in various ways. However

(Va(21) Va(22) Va(23) Va(z4))) # 0, = =
(Valz1) Va(22) Va(23) Vaag—a(24))) # 0, = a=0
<<V04<Zl) (22) ‘/20:0 a(23> ‘/2040 a(z4>>> % 0, = =0

all reduce to very particular or uninteresting cases. The way out is to introduce
screening operators.

2.5.1 Screening operators

Screening operators S, are defined by

1
Sa =5 Csz() (2.80)

where C'is a contour to be specified. This makes sense only if the conformal weight
of the integrand is 1, i.e. if h, = 1. This has two solutions

a=ar =0yt /ai+1 (2.81)

So, for a given «y, there are two screening operators
S+:Sa+, S—:Soé,

These screening operators have vanishing weight but non-vanishing charge. In-
serting a certain number of such operators does not change the total weight but
changes the balance of charges. For instance, we can represent the four points
functions of an operator of weight h, as follows

(Va(21) Va(22) Var(23) Voag—a (24) ST S™) (2.82)
For it to be nonvanishing we must have
2a+may +na_ =0 (2.83)

This implies that the charge must be quantized

1, 1

Q= Q= —§(m ar+na )= 5((1 —m)ay +(1—n)a_) (2.84)
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The corresponding weight is

1
P = @i,m — 200 Qpn = ~ [(na- + may)? — (ay + Oz,)Q] (2.85)

4

This reproduces the Kac formula for degenerate representations (up to the ex-
change (n <> m):

1
hpm(c) = 5 (13 — ¢)(n* + m?) + (n* — m?*)\/(c — 1)(c — 25)
—2dnm + 2 — 2} (2.86)
since c =1 — 240, aya_ = —1 and ay + a_ = 2ay.

In other words (2.82) incorporates the information contained in a given singu-
lar vector, therefore it is a solution to the corresponding differential equation for
correlators.

Remark. If in (2.85) we set

a-__P 2.87
o g (2.87)

where p, ¢ are positive integers, we get

R = L [((mp —nq)* — (p— q)?]

4
— 1_6(1)—_‘1)2
pq

i.e. we reproduce the formulas for the minimal series.

The monodromy problem

Let us consider the four points function for a minimal model primary field ¢y, ,,:

W(’Zla 22723724) = <¢n,m(21)‘bn,m(22)¢n,m(23)¢n,m(24)> (2-88)
1
- duy ... — dty,_1—— dvy...— dv,,—
27TZ Cy “ 27T’l Ch_1 Y 127TZ Ci 1 27T'l C;n71 v !

<<Van,m (21) Vanm (22) Van,m (23) ‘éao*an,m (24)
'VO_ (Ul) e VO_ (un_l)Va+ (?Jl) Ce VaJr (’Um_l)»

where

20m + (n—1)a_+(m—1)ay =0 (2.89)
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W depends of course on the contours C,...,C,_1 and C},...,C! | for which
there are several possible choices: they may include one or more points z1, ..., 24.
The problem that ensues is known as the monodromy problem.

Let us denote by an index 2 = 1, ..., N the just mentioned distinct possibilities
W;(z) (after setting as usual z; = 00,25 = 1, 23 = 2, 24 = 0). We will have as many
antiholomorphic possibilities W;(2). When going with z around the other points

along a contour (labeled by [) we will have

z) — Z@l)ijwj(z) (2.90)

The matrices g; define a representation of the monodromy group. A similar trans-
formation hold for the antiholomorphic part. To recover locality of the four points
correlation function one must find a combination

G(2,2) = 3 L Wil2) W5 (2) (2.91)

invariant under the monodromy group.

2.6 Operator algebras and fusion algebras

For any two operators ¢, (z, 2), ¢m(z, 2) of weight hy,, hy, and hy,, by, respectively
we have the OPE

e on(0.0) = 33 Ll b
p {k} {k}
Fhe—hn—hm 432 ki ¢;’f}7{k} (0,0)
where CF | are constants that play the role of Clebsh-Gordan coefficients in the
decomposition of the tensor product of two representations. 3 and /3 are constants
related to the secondary fields. The summations are in general infinite. Requiring
associativity

(6n(2: 2)6m (w0, ) ) €,(0,0) = B0 (2. 2) (@ (w, @),(0,0)) (2.9

we have enough equations to determine the constants CF . However this method
is too cumbersome in general.

We can write a compact form of the operator algebra that involves conformal
families, rather than fields. Denoting by [¢,] the family with primary ¢,,, the fusion

algebra takes the form
[~ Ch il (2.93)
k
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For families of the minimal series the summation is finite. For fields of weight
(2.86) we have, for instance,

[¢(1,2)] X [(b(n,m)] = [gbn,m—&-l] + [¢n,m—1]
[925(271)] X [¢(n,m)] = [¢n+1,m] + [Cbn—l,m] (2-94)

Example: the critical Ising model. As we have seen the critical Ising model
has three different descriptions, represented by three set of primaries: {1,v,1,¢€},{1,0,¢€}

and {1, u, €}.
The fusion rules are
(W] x [ ~ (1), (9] x [¢] ~ [é], [e] x [e] ~ [1]
[e] x [¢] ~ [¢], [e] x [¢] ~ [4], [] x [u] ~ [o]
[ x [o] ~ [u], e x[o] ~[o],  [o] x[o] ~[1] +[¢]

Intermezzo. So far we have taken into consideration only CFT’s characterized
uniquely by being invariant with respect to the Virasoro algebra alone. As we
have seen, this invariance implies such strong restrictions that it is possible, in
the case of minimal models, to determine all the correlators. The absence of
singular vectors for theories with ¢ > 1, on the other hand, renders it impossible
to apply the previously outlined methods to them. It is possible however to define
predictive theories with ¢ > 1, provided we enlarge their symmetry. In other
words we will consider 2d theories with symmetry Lie algebras that include the
Virasoro algebra as a particular subalgebra. Since they all split into a holomorphic
and antiholomorphic subalgebras they are generically referred to as chiral algebras.
They include in paricular Kac-Moody algebras and superconformal algebras. In the
sequel we will consider theories invariant under N = 1 and N = 2 superconformal
algebras.

2.7 N =1 superconformal field theories

Let us consider first the generalization of a Gaussian field theory to the N =
1 supersymmetric case. The model consists of the usual scalar field ¢ and its
superpartner, a Majorana spinor field, with two components y, Y. The action is

S = /dQZ(sazsoz — XXz — X Xz) (2.95)
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This is invariant with respect to the supersymmetric transformations
Onp =KX,  OuX=rO:p,  0:Xx=0
drp =KX,  Ox=0, X =F0:p (2.96)

where r and k are anticommuting parameters (constant spinor components).
The holomorphic current and charge corresponding to the supersymmetry trans-
formations are

1
J(2) = x(2)0:0(2), Q= %jl{dz J(2) (2.97)
with 0, = k[Q, - ], while the holomorphic energy-momentum tensor is
1 1
T(z) = 5&0 Op — 5)(8)( (2.98)

Of course we have similar antiholomorphic expressions for J, Q and T.
Using the propagators for the bosonic Gaussian and the Majorana field model
one can compute the OPE’s of 7" and J and see that the central charge is 2

5
Moreover

b
(z — w)?
1

JEIw) = 2 —T(w) + Reg (2.100)

T(:)Iw) = ° J(w) + ——J'(w) + Reg (2.99)

The first OPE implies that J has weight %
The above relations for the superGaussian model can be generalized to a generic
N = 1 superconformal model. Any such model will be defined by an em tensor

T(z) and a supercurrent J(z) (with their antiholomorphic counterpart) satisfying
the OPE’s

T(:)T(w) = z(z _éw)4 + (5{(3;2 + ZT(_MQ)U/ + Reg (2.101)
T(z)J(w) = ;mJ(’w) + ﬁj’(w) + Reg (2.102)
J(2)J(w) = ¢ + 2 T(w) + Reg (2.103)

(z—w)? z—w

It is customary to denote by ¢ the supersymmetric central charge (the sum of the
bosonic + % fermionic degrees of freedom), so that the relation with the usual

central charge is ¢ = %é
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Superconformal transformations are spanned by two arbitrary (holomorphic)
functions, an ordinary bosonic €(z) and an anticommuting one 7(z). The variations
0.1 is the same as in the bosonic case, d.J is the same as in the bosonic case for a
field of weight % The variations 4, are as follows

I(w) = 5§ denl2)I(2)I(w) = 2m(w) Tw) + Sof'(w) (10
T() = g den(2)(T(w) = Sof(w) Tw) + )T () (2:105)

Using the analog of (2.8) we can extract from these equations the commutators
of J, = 5= fCo n(w) J(w) with J and T. The latter are met more frequently in
terms of modes. In this case, since fermions are involved, by analogy with the
superGaussian model where J is linear in the Majorana field, we will have two
sectors of the theory:

e the NS sector with J(e*™2) = J(z);
e the R sector with J(e*™z) = —J(2).

Accordingly, the Laurent expansion of J takes the form

J(z) = Y J.z7: NS (2.106)
a€Z+3

J(z) = Y J.z75 R (2.107)
a€EZ

while for T it takes the usual form

T(z) =Y Lyz " (2.108)

Likewise we can expand

e(z) = Z €n 2", n(z) = Z N_az®T2 (2.109)

nel «

where o € Z or Z + %, according to the sector. Using (2.101,2.102,2.103) or, more
directly, (2.104,2.105) we arrive at the algebras

A~

(L, L] = (1 — 1) Ly + g(n?’ — )i (2.110)
1
[Ln, Jo] = (§n — a)Jnta (2.111)
¢ 1
[Jas Jg] = 2Lats + (0 = 2)datpo (2.112)

2 4
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2.7.1 Primary fields

A primary multiplet is specified by a couple of a bosonic field ¢ and a fermionic one
A, which are covariant with respect to the superconformal Lie algebra, i.e. they
transform like

0cp(2) = €(2)0¢(2) + he'(2) ¢(2)
SA(=) = e(2)0A() + (h+ ) (2) A(2)

0gd(2) = () A(2),  5;A(2) = n(2) ¢ (2) + 2k 0/ (2) (2)  (2.113)
The first two lines are obvious, the third corresponds to the OPE:

JE)p(w) = ———Mw)+... (2.114)
TENw) = Ehw)ng(w) _ ! —g(w)+ (2.115)

[, d(w)] = w2 \(w) (2.116)

(o, Aw)]3 = w29 (w) + 2h (a + %)wa—%qs(w). (2.117)

Now let us set Ll = L_,,, JI = J_, and define the SL(2|2, C) invariant vacuum
|0) for the NS sector by:

La0)=0=(0|L_,, n>-1

L0y =0= (0] 0 a> —%
It is easy to verify that, setting
[¢) = ¢(0)[0),  [A) = A(0)]0), (2.118)
we get
1
Lolo) = hle),  LolA) = (h+3)IA) (2.119)
and
Ty =0, Jylé)=1A)
TN =2mle),  TyN) = Lo, (2.120)
while

L,|¢) = 0= L,|\), n >0
1

Jal#) = 0= JalN), a>3 (2.121)

Eqgs.(2.119,2.120,2.121) are the definition of a N = 1 superconformal LWV.
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2.7.2 Singular vectors

By definition a singular or null vector satisfies

Lu|x) =0, n>0; JolX) =0, a> (2.122)

N | —

Starting with a primary of weight h the first singular vector is met at level %, for:

1
) = (Loid_y — (h+ 5)J,%) |p) (2.123)
It does satisfy (2.122) provided
3—cEt+/(3—¢)2—4¢

= 2.124
h : (2124)
The corresponding singular field is
1
() = (L4 40 = (0 )T 4)) 062 (2125)

where L_1(z) was defined above and
1
R =
2mi Jo,  (w— 2)*7:

At this point one can repeat the analysis of LWR’s made for the bosonic case
and also introduce a super-Coulomb gas representation. The parameters are

1
¢=1-16af, ai=- <\/1—éi\/9—é> (2.126)
Singular fields are met at
B = = (nas + ma_)? — (1) (2.127)
nm = 7 (R +ma- 16 ¢ :
Parametrizing
8
c=1-— 2.128
o+ (2128
we get
1 [ 2
o = ———— | (n(p +2) — mp —4] 2.129
S+ 2 [0 ) 2120
The corresponding LWR's are unitary provided
p=3,45... 1<n<p—-1, 1<m<p+1, (2.130)

where



2.8. N =2 SUPERCONFORMAL FIELD THEORIES 45

e n — m even, in the NS sector,

e n —m odd, in the R sector.

7

. A 7 . _ . .
The case p = 3 corresponds to ¢ = £, i.e. ¢ = 15. Primary weights are

h =0, %, 1. This corresponds to the second minimal unitary model of the bosonic
series (p = 4) and describes the field content of the tricritical Ising model.

2.8 N =2 superconformal field theories

In the N = 2 case we have two supercurrents G*(z), G~ (z) instead of one, as in
the N =1 case. In addition the supersymmetry algebra requires the presence of a
U(1) current J(z). Setting

T(z) = Z L,27"72 G*(2) = ZGﬁza_%, J(z) = Z Joz7"h(2.131)

nez €’ nez

where

we obtain the following algebra

Ly, Lin] = (n—m) Ly + 1 (n® =) Snimo

_ c
[G:, G5]+ = 2La+5 + (Oé — B) Jot+p + é_l (40[2 _ 1) 5a+5,0

2 n+a
[Lna Jm] = —m Jn+m, [Jn7 Jm] =cn 6n+m,0 (2132)

1
L., G = (— - a) GE,oi Gl = G

The reason for the form of the central charge in the first commutator is that ¢
counts the number of supermultiplets (2 bosons 4 2 fermions), so the relation with
the ordinary bosonic central charge is ¢ = 3 ¢.

The vacuum is defined by

1
L0y =0, n>-1,  G|0) =0, a>—g, Jal0) =0, n>0

A LWV (primary state) is defined by a triple of states |@), |\*) as follows

Laé) =0, n>0,  Lolé) = hlo)
GElo) =0, a>0,  G*l6) = ) (2.133)

LolAs) = (h + )IAs)
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Since [Lg, Jo] = 0, |¢) can be chosen to be an eigenvector of J:

Jol9) = qlé)

(2.134)

The analysis of LWR’s, singular fields and Coulomb gas can be repeated as in the
previous cases. As a result here are the unitary series for the NS sector (o, €

Z+ %)
ei=1--2 =23 p>1
iz P2 =
ohaig—a]i:;, O<a,f,a+B<p+1
_ a=8
[ ] Q—m

The weight and U(1) charge are often written in the form

_ l(42)—m? _
o =G0, 1=0,1,2,...,p

oq:%, m=—0,—l+2,...,1—2,1

Here m,l € Z.
The unitary series for the R sector (o, f € Z) is
- 2 _ 3
OC—l—mHC—;!:pz, le

© hag =5+ 75

= L 0<a-1,B8,a+pB<p+1.

There is also a twisted unitary minimal series.

2.8.1 Chiral ring in N =2 SCFT’s
The definition (2.133) corresponds to the following OPE’s

TE(w) = o) + o/ (w) +
J(2)o(w) = ——d(w) +
GH2)p = ——N-(w) +

(2.135)

(2.136)



2.8. N =2 SUPERCONFORMAL FIELD THEORIES 47

this corresponds to
G\ 6) =0, GH(:)0(w) = Reg (2.137)
Now lets us remark that ((GZ)T = GT,)
0 < IGHOI +IG7, 0 = (IIGE 67 )L1o)
= (¢|2Lo £ Jo|$) =2h +¢

that is
2h +q >0, or h > %|q| (2.138)
The chiral ring R is formed by the set of fields for which
h = %q -0 (2.139)

For, if this is true, we have
IGTIO)I + 167, 8} = (9lIGT,G7)]4lé) =2h — g =0 (2140)
ie.
G116y =0 =G, 0} (2141)

On the other hand, if |¢) is a chiral primary state for which (2.138) is true we
have

0= (9llG,, GTlsl) = 2h — g (2.142)

Thus (2.139) is satisfied and a chiral ring can be characterized either by (2.136) or
(2.139). )

Similarly we have an antichiral ring R characterized by

1
h = 51 = G .|lp)=0 (2.143)
2

The reason why the chiral ring is called ring is the following one. It can be

shown that if ¢;, ¢; are two chiral fields, then, either

lim ()6 (w) = 0 (2144
lim ()6 (w) = o (w) (2.145)

where ¢y, is a chiral field. Thus, from (2.144,2.145), we can define on R a product
for which we have

either ¢i-9; =0
or ¢ Qj =Pk
that is a product that closes on R.
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Chapter 3

Bosonization in 2d

The chiral splitting characteristic of conformal field theories represents an enor-
mous simplification in the calculation of conformal correlators. One of the most
prominent tools allowed by chiral splitting is bosonization, i.e. the possibility
to represent primary fields by means of elementary bosonic fields. This tech-
nique is not exclusive of 2d, but it becomes particularly powerful in the frame-
work of the holomorphic-antiholomorphic splitting of conformal field theories. The
term bosonization is somewhat misleading, because it may seem to apply only to
fermionic field. In fact we can bosonize not only fermion fields, but also, if not
principally, bosonic fields, representing them by means of vertex operators.

3.1 Modification of the Gaussian Model

The starting point of bosonization is the Gaussian model introduced in Part I, see
eq.(2.18). While the propagator remains the same (2.17), we modify the holomor-
phic energy momentum tensor as follows!

1 . . 2 _ 1 . 2. Q :
5 1 0:90:0(2) 1 =Fodip(2) = 5 1 j(2)" 1 =5 0:5(2) (32)

where j(z) = 0.¢(z). The number f is a real number related to @, by the relation
Bo = —%, and () is interpreted as a background charge. Calculating the OPE of T’
with itself one can compute the central charge of this model

cg, = 1 — 1257 (3.3)

T(z)=

!The energy-momentum tensor (3.2) can be derived from the action
1
S, = 3 /d2z Vh (haﬂaagaaﬁgo — BoRep) (3.1)

where R is the Ricci curvature of hqg.

51
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One next introduces the vertex operators

Va(z) = e ; (3.4)
[ is interpreted as the charge of the vertex operator. In fact let us define the
canonical charge operator g = —ﬁ § dzj(z), then the OPE
. B
J(2)Va(w) = Va(w) + Reg
Z2—w
implies
9, Vs(2)] = BVs(2) (3.5)
Computing the OPE of Vs with T" one finds that it is a primary field of weight
62

It is evident from (3.3) and (3.5) that this formalism provides a simple way to rep-
resent the primary operators of weight hg in a theory with central charge cg,. But
before going to the applications let us explain why we interpret () as a background
charge.

3.1.1 The background charge

To analyze this point it is opportune to expand ¢ in oscillators

p() = i+ (o = o) nz = 3 22 .7
n#0

which corresponds to

§(2) = (jn — Bobno)z ™™ (3.8)

n

Next we expand T in Virasoro modes, T'(z) = > L,z "2 We get
L 1§ ki + Bonn — = 20 (3.9)
n— 3 n— Nin — 3 n .
5 k In—kJk 0nJ 5700n.0

We quantize the theory by imposing the Dirac brackets

[jnajm] = n6n+m,07 [l'o,jo] =1 (310)
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After normal ordering (3.9) one can compute

1
[Ln, L] = (n—m) Ly + E(l —1288)(n* — n)6nsmo (3.11)
Similarly, defining the normal ordered vertex

z_

V/B(Z) — 66Zn<0jn%6_iﬁxoeﬁ(_j0+ﬁo)lnzexgzn>0jn " (312)

one can verify
(L, Va(2)] = 2" 0. Vs(2) + hg (n + 1)2"Vs(2) (3.13)

as appropriate for a primary field.
The next step is to analyze the vacuum of this theory, which is herein denoted
by |0). As usual we have j,|0) = 0 for n > 0. Then we set jy|0) = A|0) and try to

identify . To this end we require |0) to be SLy invariant: L,|0) = 0 for n > —1.
In particular this leads to

Lol0) = %(jé—ﬁé) 0) =0
L71|O> = (jo - ﬁo)j—1’6> =0

ie. A = fy. We cannot assume jy to be selfadjoint, but j! = j_, for n # 0 and
L1 (Bo, jo) = L_n(—Po, jd). Imposing that also the dual vacuum be SL, invariant,
ie. (0|L, =0, forn <1, we get

(010 = —Bo(0] (3.14)
This implies that (0|0) = 0, but (0]e~2"%%0|0) # 0. We assume
(0|e~2om0|0) = 1 (3.15)
Let us remark that
[q, e~ 280%0] = 93 e~ 2ifov0 — _ (200, (3.16)
This means that the vacuum carries a charge () = 28,. In order to obtain a non

vanishing vev, we have to soak it with insertions having the opposite charge.

3.1.2 Vertex operator correlators

The previous result is clearly visible if we compute the vev of any product of vertex
operators (0|Vs, (21) ... Vs, (2,)[0). Inserting jo and repeatedly using

o, Va(2)] = =BVs(2) (3.17)
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we get

—Bo{01V, (21) . Vs, (20)10) = {Oljo Vi, (21) - . . V5, (20)0)
= - Zﬂi(OWm(Zl) Vo, (2a)10) + (0[V5, (21) - - Vi, (2)0l0)
Le. (0|Vs,(21)...V5,(2,)|0) # 0, if and only if Y7, B = 23,. This vev can be

explicitly evaluated by using, for instance, the normal ordered expression (3.12)
and commuting the creation operators to the left. One easily obtains

(O1Va, (1) .- Vs, (za)l0) = [ (=i = 2)"7(0]eErret5m010) - (3.18)

i<j

= JIGi-=)"% (Z B 2&)

1<j

The background charge () = —2/, can be conveniently located at infinity with
the following trick. Using again (3.12) one remarks that

lim 22 (0|V3(z2) = (0] (3.19)

|z]—o00

where (0] is the ordinary vacuum. Then one defines

(Vo (21) .. Vo, (2a))) = lim 2*"7(0[V(2)V, (21) - . Vs, (20)]0) (3-20)

|z]—o00

with 8 = —20y. With this definition we have

(Vai(21) ... Vs, (20))) = H(Zi — 2j)%% 6 <Z Bi — 250) (3.21)
We can also set
|1|gﬂoo 22 (0|Vs(2) = (0] (3.22)

with 8 = 25, and define

(Vo (21) -+ Vo () = (01Vs, (1) - Vs, (20)]0) = [ [ (i = 2)"% 8 (Z @) (3.23)

1<j
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3.1.3 Bosonization of various fields
Bosonization of Majorana fermions

Superstring theory is formulated in terms of 2d Majorana fermions, see (2.19). The
latter are often usefully bosonized. To do so one assembles the Majorana fields in
couples to form complex spinors. For instance v, and 15 form

1 -1

The OPE of the latter are as follows
P(2)P(0) ~ % W(2)P(0) ~ O(2),  %(2)1(0) ~ O(2) (3.25)

The central charge of ¥(z) is 1, and the weight % Therefore in order to bosonize it
we introduce the Gaussian model above based on the bosonic field ¢, with 5y = 0
and ¢ = e ie. » = 1. The customary notation is somewhat different, one
uses H(z) = —ip(z) and

U(z) =B, 4j(z) =M (3.26)

In this way one has ¢ =1 and hy = hy = % Using the propagator (2.17) one can
easily prove the OPE (3.25). )

One can also reproduce the anticommutation properties of ¥ and . Using
(3.12), the product of two vertex operators V,(z) and Vs(w) can be rearranged as

Va(2)Va(w) = (z — w)*? : emo¢E)eRe(w) . (3.27)

where |z| > |w|. We can next consider the inverted product Vz(w)V,(z) and
compare the two RHS’s by analytically continuation. We get

Va(2)Vs(w) = (1) Vs (w)Va(z) (3.28)
Therefore if af = £1 the two vertex operators anticommute. This is precisely the
case of €7 and e~ () above.

Bosonization of b, ¢ ghosts

The b, ¢ ghosts of bosonic string theory are a free field system with central charge
¢ = —26 and weight 2 and -1, respectively. In this case a background charge
(Q = —3 is definitely needed, so that ¢ = 1 — 12 (%)2 = —26. Let us call the
bosonizing scalar field x. Then if we set

c(z) = X b(z) =: e X . (3.29)
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one can verify that h. = —1 and h, = 2. Moreover they anticommute for the same
reason as before. Using (2.17) one can easily prove that

{c(2)b(w)) = (3.30)
where ( ) is the notation (3.23).

Bosonization of 3,y ghosts

In superstring theory the commuting ghosts 3(z) and v(z) make their appearance.
They have central charge 11 and weight % and —%, respectively. The first remark
is that the central charge is greater than 1, therefore the formula (3.3) is not fit in
this case. We will proceed by making the following changes:

Q —iQ, Bo — ik, © — i, B — ik (3.31)
So (6(2)6(w)) = —In(z — w), and
1 1
T(2) = =5 : 0:00.9(2) : +ro0i¢(z) = —5 j(2)* 1 —Q0.j(2)) (3.32)
where j(z) = —0,¢(z). The number kg is a real number with kg = —%. The

central charge of this model is

Cro = 1+ 1255 (3.33)
The vertex operators are

Vio(2) =: ™) (3.34)
whose weight is h,, = —%/12 + Kok.

Contrary to the previous case, however, it is not possible to satisfy the require-
ments with one single bosonizing field and rational weights. The way out is to
split the commuting [,y system into two anticommuting subsystems. One is the
&, n anticommuting system, where the weights are 0 and 1, respectively, and the
central charge is -2. This system is the analog of the b, ¢ system, with different
weights. It has the same propagator (n(z)&(w)) = =L, and can be itself bosonized
(although we will not do it). The second anticommuting system is obtained via
bosonization. We set () = 2, k9 = —1, so that its central charge is 13. Then we
use : e® : and : e7? :, whose weights are —2, 1 respectively. So the central charge

272
of the overall system is 13 — 2 = 11 and

B(z) = e ?PE(2) -, v(z) =: e?Fp(2) (3.35)
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3 1

have weight 5, —3,

gator is

respectively. They are commuting operators and their propa-

(v(z)B(w)) = (3.36)

with the notation (3.23), as expected.

The Coulomb gas

The Coulomb gas method of section 2.5 is a particular example of bosonization.
To make contact with section 2.5 one must make the following changes:

l

© — —Ego (3.37)
Bo — \/§ao

B — V2a (3.38)
10) — |0) (3.39)

(0] — {0fe 200
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The second part of the lecture notes is devoted to conformal field theories in d
dimensions, with particular attention and explicit applications to d = 3 and d = 4.
The difference between the case d = 2 and the case d > 3 is mostly due to the
difference of the conformal groups. In 2d it is infinite-dimensional, while for d > 3
the dimension of the conformal group is finite. It is in fact isomorphic to the group
SO(d,2) (or SO(d+1,1)) when the metric is Minkowskian (Euclidean). It is nev-
ertheless possible to repeat to a large extent the two-dimensional approach: radial
quantization, OPE, state-operator correspondence, lowest weight representations
of the conformal algebra, all such tools can be generalized to higher dimensions.
An additional powerful tool is introduced in d > 3, the null-cone method. It is out-
run by more powerful tools in 2d, but it becomes precious in higher dimensions.
It is based on the remark that the conformal d-dimensional group is isomorphic to
the pseudo-orthogonal group in d42 dimensions. Since the SCT transformation is
a complicated transformation that does not allow for any simple intuitive way to
construct covariants, while the pseudo-orthogonal (Lorentz) covariants are easy to
construct, it is natural to start with very simple and compact expressions in d-+2
dimensions and try to project them to d dimensions while preserving their relevant
covariant properties. This is done by restricting the d42 dimensional expressions
to a suitable section of the light-cone in d+2 (from which the name). It is possible
to derive in this way several remarkable results for correlators.

In general the high expectations for solutions of CF'T’s in any dimension arise
from the bootstrap idea, also called OPE associativity. This is based on OPE and
the crossing symmetric properties of amplitudes. In particular we can expand a
four-point amplitude in a superposition of two-point amplitudes by using OPE in
any two distinct couples of fields. Eventually the different expressions we obtain
in this way must be the same because of crossing symmetry. This puts restrictions
on the expansion coefficients, which may help to determine them.
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Chapter 4

Conformal algebra representations

Conformal transformations and conformal algebra in d dimensions have been in-
troduced in section 1.1. The representations of the CA algebra we are interested in
are those in terms of local fields. Fields that transform according to an irreducible
representation of the CA are called primary. In particular a primary field has a
definite weight A. For a generic scalar or fermion primary field O(z) of weight A
(we understand the tensor or spinor labels) we have

P,,O(z)] = —i0,0(x)

L,,,O()] = —i(x,0, — x,0,)O0(z) + £,,0(x)

(2)] = —i(A + 2"9,)O(x)

O(x)] = —i(2Az,, + 23,320x — 2°0,, — 2ix*%,,)O(x) (4.1)

o

where ¥, are the spinor part of the Lorentz generators.
For a current and the e.m. tensor, in particular, the explicit form of the com-
mutators is

D, J,(2)] = —i(d — 1+ 2*94) J (x)
(K, Ju] = —i (2(d — D)zy + 22520 — 2°0)) J
—2i (2% oy — Tpdr) (4.2)
(D, T ()] = —i(d + x/\aA)Tw(x)
(K, Tyw] = —i (2dzy 4 225 2-0 — 2°0)) T,
=20 (2T + 2 Typane — 2Ty — 2, T)i0) (4.3)
For later use let us remark that if we disregard the spin part, the last equation

n (4.1) for infinitesimal b, can be viewed as a local rescaling, for it is equivalent
to

vl

O(z") ~ (1 + 4b-x)2 O(z" — b'a? 4 2b-z2H) (4.4)

65
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Note. The commutators (4.1,4.2,4.3) can be obtained, much like in 2d, as follows.
For any tensorial primary field ®,,, ., of weight A, one can write the invariance relation

&y (@)datt L da (ds)AT = @, (2)da ML da i (ds) AT (4.5)

for any transformation z# — z'#. If the transformation is a sct generated by K u, for
instance, we can then write

Az’ ' vn dfs’ A-n
Oxk1 "7 Qxkn \ ds ’

from which the commutators follow using (1.11,1.12). Similarly one can proceed for the

Py (@) = @y, () (4.6)

other transformations.

4.0.1 The inversion

In these notes, in general, when speaking of conformal invariance, we will mean
invariance under infinitesimal conformal transformations and we will not consider
global aspects related to conformal group and spacetime. However it is convenient
to introduce a transformation that does not belong to such a category, the inversion
7z
ot

I(zt) = pox 2? = 2, 7" (4.7)
which in particular maps the origin to infinity. The reason is that a special confor-
mal transformation can be viewed as an inversion followed by a translation followed

by another inversion:

T+ bHa?
14 2b-x + b?x?
The operation of inversion does not belong to the conformal group, it is an outer
automorphism. In fact under the same sequence

M

M
= — F+b" (4.8)

12

inversion X operation X inversion
we obtain the following correspondences:

e translation — sct
e sct — translation
e dilatation — inverse dilatation

e Lorentz transformation — same Lorentz transformation

Adding the inversion to the conformal transformations also form a group. When
speaking about the conformal group and conformal invaraince/covariance we will
always understand this extended group (including inversion). In particular, pri-
mary fields are understood to be covariant also with respect to inversion.
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4.1 Properties of the e.m. tensor

In a local field theory Poincaré invariance implies the existence of a symmetric and
conserved e.m. tensor

T —T,=0, T, =0 (4.9)

This implies in particular that the Lorentz current MY” = ZE[“T)’\/ Vis conserved.
Scale invariance requires the existence of a current J* (the wvirial current) such
that

TH 9, J" =0 (4.10)

This implies that the current D, = 2Ty, — J, is conserved.
Invariance under special conformal transformations requires

Th =0 (4.11)

so that the current K ,(f ) = [pv® =22, (p-x)|T}; is conserved for any constant vector
Pu

For a conformal field theory these three properties (4.9,4.10,4.11) are true clas-
sically. At a quantum level they appear in a weaker form, as constraints for the
correlators where, for instance, T is inserted.

In a theory with a Lagrangian density £ an e.m. tensor is obtained via the
functional formula

oL
T =
p aau%‘

0" — L (4.12)

where ' denote the generic fields in the theory. This e.m. tensor is, in general, not
unique. There is some freedom to redefine it without breaking the conservation
law 9,T"" = 0. For instance it may happen that 9,7* = 0 and T% = 9,0, L"".
Then one can define

1
L (#ONL + 0¥ O\ LM — " 050, L — OL™)  (4.13)
1
("0 - 0"0") Ly

which satisfies both 9,0*” = 0 and @Z = 0.

The most practical way to derive the e.m. tensor of a theory defined by a local
action S is to couple it to an external metric ¢,, = 1., + h,, in a covariant way
and define the e.m. tensor as

_ 2 5[] o _ 2 08[g
\/g 5g;u/ g;w:n;w’ i \/g 5g/»ll/ gHY =nhv

T =

(4.14)
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where S[n] = S. For instance, in the case of a Yang-Mills theory

1
S = /d% Tr (F,, F*
4gYM ( 122 )

1 ! V]/,
— Sg| = Tovnr /ddx\/ﬁg““ g T (FWFu) (4.15)

and in the case of a free massless fermion theory

S= [dwirto,0 - Sl = [dle Giir @+ guge  (410)

where v* = efy® and w, is the spin connection:

ab
Wy = Wy, Lap

where ¥, = }1[%, 7] are the Lorentz generators.

In this type of theories Poincaré invariance extends to diffeomorphism in-
variance, i.e. invariance under z* — a* + £*(z), and conformal invariance to
Weyl invariance, i.e. invariance under local metric rescalings. In the first case
0¢Guw = V& + V., with §, = ¢,,€” and

0=06:9[g] = / %z 52;9 [(gi)éggw(:c) =- / dz (@TW (Vb + Vyé‘u))

= / d’x\/g¢, NV T — ¥V, T" =0 (4.17)

after integration by parts, because &* is arbitrary. In flat spacetime the RHS
becomes 9,T" = 0. In the second passage in (4.17) we have disregarded terms
proportional to the equation of motion. Therefore the conclusion is valid on shell.

In the case of Weyl invariance, i.e. invariance under metric rescalings g,, —
2wg,., we have analogously

dS[g]
0 ()

0=10,5[g] = —/ddx O () = —/ddszTﬁ, — Th=0 (4.18)

4.1.1 A few examples

Here are some examples of classically conformal invariant field theories.
Scalar field theory. Let us consider the scalar field ¢ and the action

1
Slg] = §/ddx V99" 0,00, ¢ (4.19)
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Proceeding as above we find 7}, = 0,00, ¢ — 24 Ox00*¢. So, on shell,

2—d 2—d
T = TngQ = 0"0"L,,, L, = T"“”¢2 (4.20)
Now we can use formula (4.13) to define a traceless e.m. tensor or, better, remark
that (4.19) can be made conformal invariant by adding a term involving the Ricci
scalar R:

d—
S'lgl = % / d'z /g (g“”auaba,,d) + ﬁ&f) (4.21)

Now the model is Weyl invariant under the metric rescaling j,R = —2wR — 2(d —
1)Ow and §,¢ = —%wgzﬁ; consequently 7", = 0.

Free massless Dirac fermion. This is the theory introduced above, (4.16).
It is conformal invariant under the Weyl transformation. The flat e.m. tensor is

T = % (mgyw + &%Bm) (4.22)

It is traceless on shell in any dimension.
Maxwell theory in 4d. The Maxwell action in 4d

1 / !
S = 1 / d*z \/q g"" g o Fu (4.23)

is Weyl invariant under 6,4, = 0. Its e.m. tensor

T,

2z

Nuv
=F,,FS— Z B\, F (4.24)

wpt'y

is clearly traceless.

4.1.2 Correlators in free field theories

In CFT the relevant objects to be calculated are the correlators with various field
insertions. In free field theories this can be done by means of the Wick theorem.
To this end we need the propagators. For instance, in 4d, in configuration space
representation, we have:

e for a free scalar field ¢: (0|T¢(z)o(y)|0) = —

(z—y)?

e for a free Dirac fermion v: (0|7 (x)y(y)|0) = % =, (f::y%l;)
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since 0% = —47%0W(z), etc.

Now let us consider for instance the normal ordered composite operators ®(x) =:
¢* : (z) and J,(z) =: ¥y,0 : (x), with conformal weight 2 and 3, respectively. Us-
ing the Wick theorem we can straightforwardly compute

_ 2
(x —y)¥

2
<0|TJM($)JV(Z/)!0> _ 42(xu - yu)(xu - yl/) - T]#V(x - y) (426)
(z —y)®

In the same way one can compute correlators with any number of insertions of
® and J,. Of course they become more and more complicated as the number of
insertions increases. They are automatically conformal covariant, although proving
it is not quite straightforward. Of course massless free field theories are but a par-
ticular example of conformal field theory. It is clear that we have to go beyond free
theories. The interest of CFT’s is that, using conformal symmetry, correlators can
be computed independently of a perturbative approach and even of the existence
of a Lagrangian formulation.

It is necessary to introduce formalism and procedures independent of the ex-
istence of a local action for a given theory, and depending only on the conformal
properties of the relevant insertion operators. We need to confront with conformal
invariance from a general point of view.

OIT®(x)@(y)[0) = (4.25)

4.1.3 Scale invariance vs conformal invariance

One of the important general questions raised recently in the framework of CFT
is whether scale invariant theories are also conformal invariant. If we enlarge the
Poincaré group by adjoining (only) scale transformations we obtain a new group.
If a field ¢ transforms as

o(z) = X\2p(\z), A>0 (4.27)

it is called quasi-primary. A field like ¢ may transform or not as an irreducible
representation of the full CA. In the former case it is a primary field. But for
the time being let us consider two quasi-primary scalar fields ¢; and @5 with
scaling weights A; and A,, respectively. Due to Poincaré invariance the two-point
correlator can only take the following form

(p1(@)pa(y)) = W (4.28)

where |x| = Va2, As we shall see, a full conformal invariant 2-point function is
nonvanishing only if A; = A, so that for a primary field O(z) of weight A, the
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conformal 2-point correlator is
(O(x)O(y)) = CEmE (4.29)

where c19, ¢ are constants.

The three-point function of three quasi-primary fields ¢, 2 and 3 may have
the form

01,02
(o1(21)a(22)pa(23)) = Y (4.30)
61,02

|I1 _ $2|61|$2 _ ZL’3|52|$1 _ CL’3|A123_51_52

where Ajgz = 2?21 A;. Poincaré and scale covariance are satisfied for any value of
61,0, and of the constants ¢4 (the latter depend on the model). In the case of
full conformal invariance for the 3-point function of three scalar primary fields O;,

i =1,2,3, we have instead (see below)

(O1(21)O2(22)O3(x3)) = 123 (4.31)

o |l‘1 _ x2|A1+A2—A3‘I2 _ J;3|A2+A3—A1|x1 — 23 A1+A3—-A1

The only model-dependent quantity is the constant cjo3.

It is evident that in a scale invariant theory requiring also covariance under
special conformal transformations has dramatic consequences on correlators. On
the other hand a fixed point of the RG can be assumed to represent a scale invari-
ant theory, which, however, a priori is not guaranteed to be conformal invariant.
Therefore it is of utmost importance to answer the following question: is a scale
invariant theory also conformal invariant? In general the answer is negative, it is
possible to construct scale invariant theories which are not conformal invariant.
However the answer is positive (at least in d < 4) if we require unitarity, causality
and discrete spectrum. This means:

e unitarity
e causality: [O;(z),0;(y)] =0, (z —y)? <0, forany O;(x), O;(y);
e discrete spectrum of D.
Although these conditions seem to be quite natural, there are nevertheless examples

of nonunitary theories describing meaningful physics in condensed matter theory.
From now on we will deal only with conformal invariant theories.
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4.2 Radial quantization

Ordinary quantization implies a foliation of space-time in space-like slices and a
privileged role for time. One prepares the relevant system at t¢;, = —oo in an
asymptotic state W;,, belonging to a Hilbert space H,;,, where any interaction with
other states can be ignored. One then evolves this state to t,,; = oo, when it will
be transformed into a state in H,,;. The propagation is mediated by a unitary
operator U = e’ *(tout—tin)  The issue is to compute the amplitudes

(Wout|U (400, —00) Vi) (4.32)

for (Wous| € Hout-

This approach is the favorite one in ordinary quantum field theory, where the
aim is the calculation of S-matrix elements. But it is not the only one. As we have
seen in 2d another scheme is provided by radial quantization. The latter makes
sense when the metric is Euclidean: the spacetime is foliated by spheres centered
at the origin, and the privileged role is played by the radius r. The system is
supposed to evolve radially from the origin to infinity. The evolution is operated
by the unitary operator

U = ePlosr (4.33)

Just as in 2d we associate the ‘in’ vacuum |0) to the origin and the ‘out’ vacuum
(0] to the sphere at infinity. Any weight A primary operator ®(z) applied to the
vacuum at the origin generates a state

@) = ©(0)[0) (4.34)

To see the properties of these states let us return to the primary field definition
(4.1) and restrict it to the origin

D,0(0)] = —iAO(0)
K, 0(0)) = (4.35)
Since all the generators annihilate the vacuum it follows in particular
K,|®) =0, D|®) = —iA|D) (4.36)
Now in the algebra (1.13) consider in particular the commutators
D, P,] = —iP, (4.37)
D, K,| =1K, (4.38)

(4.39)
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From (4.37) it is easy to see that D(P,|®)) = —i(A + 1)(P,|®)), i.e. P, raises
the eigenvalue of D by one unit. Analogously (4.38) says that K, is a lowering
operator. By repeatedly acting with P, on |®) we can create all the states of the
representation defined by (4.35), i.e. by the primary field ®.

4.2.1 Hermiticity and reflection positivity

To complete the presentation of radial quantization we need the definition of scalar
product and hermitean conjugation. We will proceed in analogy with 2d. There
we used various geometries. The ordinary 2d flat Euclidean space with coordinates
x!, 2% and the complex plane (or Riemann sphere) with local coordinate z = x! +
iz?. In string theory we also consider the mapping from the infinite cylinder with
coordinates o,t, 0 < o < 2w, to the complex z plane,

2

= el so that z!=¢€'coso, z? =e'sino

z
This implies
ds® = dzdz = *' (dt* + do?) (4.40)

We can use similar geometries in d > 3, that is we can connect cylindrical
coordinates to flat Euclidean and spherical ones via a metric rescaling

ds® = Nudxtdz” = dr? + r2dQy_,

dr?
= 7’ (? + de1> = M (dt + dQq-1) (4.41)

where r = €'® (tg is to be identified with the Wick-rotated time) and df2,, is the
measure on the unit sphere in n dimensions. More explicitly, we can introduce
a unit vector 7 (77 -7 = 1) on the unit sphere and write df2, = dni - dii. Then
oM = e'Ent and 22 = %5,

Under a change of coordinates a primary scalar field ® of weight A will trans-
form as

Q11 (x) = Py (1, 11) = e’AtEq)cyl(tE, ) (4.42)

Now, in order to find the prescription for hermitean conjugation we start from a
theory defined on a flat Minkowski spacetime. Let O be a hermitean field operator.
We have



74 CHAPTER 4. CONFORMAL ALGEBRA REPRESENTATIONS

If we Wick-rotate 2°, i.e. 2° — ity and wish to preserve the hermiticity of P2, we
must have

O(J])T = (e—P}%tE—iﬁ'fo<0)eP}%tE+UB-f>T _ eP]%tE—iﬁ-fo(0>6—PgtE+iﬁ,f
In other words
O'(t, ¥) = Ot 7) (4.43)

[.e. the operation of hermitean conjugation of a local field must be accompanied
by the Euclidean time reversal. There is a reflection symmetry with respect to the
hyperplane tp = 0. This implies two consequences:

e since we have associated the vacuum |0) to the point r = 0 (tg = —o0),
we must associate the dual vacuum (0| to the point r = oo (tg = 00), with
(0[0) = 1;

e the rule for hermitean conjugation is

(O1(tp1, 1) - .. Opltgn, T)|0)) = (0|On(—tpn, Tp) ... Or(—tgy, T1) (4.44)

This simultaneously guarantees the existence of a scalar product and of the her-
mitean conjugation in the Wick rotated theory. If one starts directly from a Eu-
clidean theory, these are the rules (reflection positivity) that have to be satisfied.

It is also clear from the above that, since ¢ty = Inr, the evolution operator in
the Euclidean, i.e. P, has to be identified with the dilatation operator D. We
will see below that the correct identification is PY = iD.

For many purposes it is more convenient to work in spherical coordinates. In
flat or spherical coordinates reflection is represented by inversion. So the dual
vacuum (0] is associated to the sphere at infinity. A primary field ® is always
regular at the origin and at infinity, when applied to the respective vacua. Thus,
in order to define the state dual to |®), since we use a single coordinate patch,
like in 2d we have to take into account the transformation properties of the field.
Under inversion Z the square line element in spherical coordinates changes to

ds* — ds"” = T%(dﬁ +72dQ1) (4.45)
Thus a primary field ® of weight A transforms as
() =122 (T 0 @) (Z(x)) (4.46)
As in 2d we will identify the dual state created by ® as
(@] = lim 20| (r) (4.47)
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This property refines the primary field definition: primary fields must be covariant
with respect to inversion, like in (4.46).
We can therefore summarize the rules for conjugation as follows

O =(ont,  (@l=(e)", (2(x)" = (Tod)(Z(x)) (4.48)
Moreover, since we have seen that inversion maps translations to sct’s, we have
(P =K, (4.49)
and since inversion maps a dilatation to its inverse we have
D' = —D, (4.50)

while the Lorentz generators are hermitean.

4.2.2 The state-operator correspondence

Next let us consider the same primary field ® applied to the vacuum not at the
origin but at the generic point x. We have

oo

2(2)]0) = o0 TI0) = P4H(0)[0) = 3 L (Pr)@).  (451)

n=0 "
We see that in this case all the states of the representation are ‘excited’.

Remark. This is analogous to the LWR’s of the Virasoro algebra in 2d, the
operators D, P,, K,, playing the role of Ly, L, with n < 0 and L,, with n > 0,
respectively.

From (4.51) we see that, much like in 2d, the notion of a primary field allows
us to know all the states of the corresponding representation of the CA. Is the
converse also true? That is, does knowing all the states of a representation allow
us to reconstruct the field? The answer is yes, if we accept the idea that knowing
all the amplitudes of a theory allows us to reconstruct the fields themselves. This is
what can be rigorously proven in axiomatic field theory (reconstruction theorem),
see [7].

Let us assume this for any QFT. Let us start from a primary state |A), which
is the lowest weight state of a representation of the CA. We want to interpret it as
obtained from the vacuum by the action of an operator ®(0). The problem is to
reconstruct the operator ®(0). Knowing all the correlators that involve |A),

(O1(21) ... Op(x)|A) = (O1(z1) . .. Op(2,)P(0)]0),
determines ®(0). Finally ®(x) = "*®(0)e .
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4.2.3 Some consequences of radial quantization

Let us consider the 2-point correlator of two quasi-primary fields ®;, ®,. As we
saw above, (4.28), on the basis of scale invariance alone it is given by

(@) (21)Ds(12)) = 2 (4.52)

o |w1 — x2|A1+A2

We can choose to set x5 = 0,2, — 00, using (4.47). We see that the result is 0 or
infinite unless A; = A, in which case it is finite'. Therefore, in order for (4.52) to
be conformal we must have A; = A,.

As another application let us consider

(@|K, P.|®) (4.53)

where |®) is a spinless lowest weight state of weight A. Now use [K,,P,] =
~2i (N D + L), Ku|®) =0 and L, |®) = 0. Then

(B|K,P,|®) = —2A1,, = 2A6,, (4.54)

because the Wick-rotated metric has negative signature. Since the matrix element
(4.53) must be positive in a unitary theory, due to (4.49), it follows that unitarity
requires A > 0. This condition is in fact necessary but not sufficient. A more
complete argument (a generalization of the previous one) shows that unitarity
requires

A> g 1 (4.55)
for scalar primary fields, and
A>s+d-—2, s=1,2,... (4.56)
for operators with integer spin s, and
A > u, (4.57)

for s = 1.

[\

IThe correlator is expected to be regular, except possibly at coincident points.



Chapter 5

Ward identities and null cone
method

The purpose of CFT is to compute conformal correlators. We have seen some
examples above. Poincaré and scale covariance is rather easy to comply with. The
most difficult part is to implement covariance with respect to special conformal
transformations (sct’s). To this end correlators must satisfy the appropriate Ward
identities (WI’s). This chapter is devoted to deriving them.

5.1 Deriving WI’s

In this section we show how to derive the relevant Ward identities for the e.m.
tensor. The derivation of the others is similar.
The special conformal transformation (SCT) of the em tensor 7, in coordinate
representation is given by
i K\, T, (5.1)
= (QdI)\ + 2\ 20 — x28>\) T + 2 (2 Toumrp + 2T pame — Doy — x,T)00)
Let us couple 7T}, to an external source h,,. The generating function of connected
Green functions (in Minkowski spacetime) is
Wih,) = WO (5.2
(—Z n+1 n

+ Zl 2n)n! /H dxz; W (5171) <O|T{TM1V1($1) .- 'Tunl/n (xn)}|0>07
e i=1
In order for W to be invariant under sct’s the external source h,, must transform
as Ophy, = —i[L*K\(2), hu(x)] = —i[b- K (), hy(7)], where

i KA (2), hyw (2)] (5.3)
= (22220 — 2°00) hyw — 2 (2 hawrp + T hpaliw — Tuhaw — Tuhyn)

77
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Invariance of Wh] leads to

0= 6, = / d%%éh“l’ - —% / dl [b- K (), B (2)](Tow ()

_ % / A 1 () (b K (), (T ()] = 0 (5.4)
where
OWIh] g~ (=) i finn
(Tulal) = 2 ; s / dzy .. / dzh ()
X (O[T T () Ty (1) - - - Tyt (20)[0) (5.5)

Differentiating (5.4) with respect to h,,(x) and setting h,, = 0 we get 0 = 0,
because (0|7}, (2)|0) = (0/T,,,(0)]0). Differentiating twice (5.4) and integrating by
parts we get

(b- K () + - K (y)) (O[T T (2) T3, (y))|0) = 0 (5.6)
Differentiating three times (5.4)
(b-K () + b- K (y) + - K(2)) (O] T T (2) T (y) T (2))[0) = 0 (5.7)

In these equations K(z) denote the differential operator acting on the energy-
momentum tensor in the rhs of (5.1). It is understood that the Lorentz part of
b-K(x) acts on the indices pv only, b- K(y) on the indices A\p and b-K(z) on af
alone.

Due to translational invariance we can set y = 0 in (5.6) and z = 0 in (5.7).
These equations become

b- K (2){0T T, (2)T5,(0))[0) = 0 (5.8)
and
(0- K (z) 4+ b- K (y)) (0| T T (2) T, (y) Tup(0))[0) = 0 (5.9)

with the previous prescription for the Lorentz part.

5.1.1 General WI’s for sct’s

Given a Poincaré invariant correlators for primary fields O; of conformal weight A;,
1 =1,...,n, for it to be conformally covariant it must satisfy the WI for scaling
transformation

i ( i aau) (O1(21) - .. On(zn)) =0, (5.10)

=1
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and the WI for sct’s

n

S (b.f%(m + b-Lm)) (O1(21) ... On(2)) =0 (5.11)

=1

where b-K (z;) is split into two parts: b-K (z;) is a differential operator, independent
of the tensor structure of the correlator, and b-L(x;) a multiplication operator, both
linear in b. For scalar operators the latter is absent, while the former coincides with

b-K(x;):

b-K(xi):QAb-xi—i—Zb-xixi-i—xzb- 0 (5.12)

(%i ! 8JJZ

A simple example. For a scalar field of weight A the two point function is
(P(2)D(y)) ~ ﬁ. The Ward identity reads

(z—y
1 1
(b-K(z) + b-K(y))(x B D PR b-(z —y)(2A —2A) =0

5.2 The null-cone method

We have already remarked that the Lie algebra (1.13) is isomorphic to the Lie
algebra of the group SO(d,2). When the metric is Euclidean the relevant group is
SO(d+1,1). The latter is the Lorentz group in d + 2 dimensions. Let us be more
explicit. In d dimension we use the coordinates x#, p = 1,...,d with (Euclidean)
square line element

d

dsy = (da)’ (5.13)

p=1

In the d+2-dimensional space we use the coordinates XM, M =1,...,d,d+1,d+2
with square line element

d+1 d
sy, = > (dXM)? — (dX*?)? =) (dx™M)’ —dXtdX~ (5.14)

M=1 M=1

where X+ = X2 4 X4+!1 The Lorentz algebra in d + 2 dim is given as follows,
in terms of the generators Jy,y,

[Jvns Irs] =1 (MvsIvr — INrIms — s INR + virINs) (5.15)

The isomorphism with the CA is made explicit by the following identifications:
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e J,, with L,,,
o J,. with P,
o J,_ with K,
e J,_ with D

Since the CA in d dimensions is isomorphic to the Lie algebra of the Lorentz
group in d + 2 dimensions, any conformal covariant correlator in d dimensions
should be obtainable from Lorentz covariant expressions in d 4+ 2 dimensions via
some kind of dimensional reduction procedure. Needless to say it is extremely
simpler to construct Lorentz covariant expressions than conformal covariant ones.
Therefore the problem is: once we have constructed Lorentz covariant expressions
in d + 2 dimensions how do we descend to d dimensions without breaking the
covariance? This can be done as follows.

We notice first that the null light-cone (or null cone) X? = 0 is Lorentz invariant
in d + 2 dimensions. Therefore reducing a Lorentz covariant expression to the null
cone does not break covariance and eliminates one coordinate, say X~ in favor of
the remaining ones. In order to eliminate another, say X, we choose a section
of the null-cone specified by: X* = f(x) (referred to hereafter as the FEuclidean
section) f(z), which we suppose meets each light ray in one point, associates to any
point in d dimension a point in the null-cone. That is we implement the following
restriction

(XM, XH,X7) — (a#, f(2), 2%/ f(2)) (5.16)
and represent it as a map
F(at) = (2, f(x), 2%/ f(x)) (5.17)

from the d-dimensional space into the null cone. In fact we will make the simple
choice f(z) =1, so that the Euclidean section is

F(z") = (z*,1,27) (5.18)
with the projective property
F(Mz)z") = A(z) (2", 1,2%) (5.19)

The Lorentz group, acting on the point in the null-cone with the above coordinate,
say P, will move it to another point in the null-cone with other coordinates and,
in general, outside the section, say P’. However, suppose via a conformal transfor-
mation in d dimension we can move P’ to a point P” lying on the same light ray
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passing through P, then P in the section is uniquely identified. So, the question
is to verify whether the two points P’ and P” can be connected via conformal
transformations in d dimension: only in that case will not conformal covariance be
broken by the reduction.

For instance, let us consider a rotation in the (X!, X4*1) plane by an (infinites-
imal) angle 6. Let us set, for simplicity, X! = ¢, and let us denote the coordinates

Xt withi=2,...,d by Z. The rotation leads to the transformations

0
OXt = -t (5.20)
0X~ = th
while 7 remains unchanged. The initial point gets transformed to
0
(t,z,1,2%) — (t+ (1 =%, 7,1 —0,2° + t0) (5.21)

which is outside the section. We will show that we can take it back to the section
by a suitable rescaling in d + 2 dimensions, up to a translation and a s.c.t in d
dimensions.

Let us consider a s.c.t. in the t direction, that is a s.c.t. with parameter
b = (—£,0,...,0). That is

9
t — t+§x2—9t2
T — T (1-61) (5.22)
r? — 21— 20t

Next we perform a translation in ¢: t — ¢ + g. The result is

(t + 2(1 — ), 7,1 — 10,2+ t0) —s (L1 —0t), 7 (1—6t),(1—6t),2°(1 — 61))
= (1—6t)(t,7,1,2%) (5.23)

The final point is in the light ray passing through (¢, 35), 1,2?%), which is what we
wanted to show.

The rotations in the (X1, X d+2) plane have a similar effect. Finally a rotation
in the (X941 X4*2) plane leads to a constant rescaling (see below).

To conclude we notice that the above choice of section keeps the metric flat,
for, restricting the line element to the Euclidean section, implies

OXM XN
dsio = nundXMdXY — nun

ozt Oxv
Ox* 0z, OXTOX~
_ o e
<8xﬂ 0"~ Ot O ) dade” = 1, de"de” = ds;

dxtdx” (5.24)
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5.2.1 Applications

We wish to reproduce the properties of a scalar primary field ¢(x) of weight A,
according to the just outlined approach. To this end we start from a field (X)) in
d + 2 dimensions with the following property

D(AX) = A\ 2D(X) (5.25)
and we identify
o) = ()] (5.26)
A constant rescaling in d + 2 dimensions on a point in the Euclidean section
(z*,1,2%) — (\o", )\, A\z?) (5.27)

takes the point out of the Euclidean section. However a hyperbolic rotation in
the (d+1,d42) plane leads back to the section. In fact such a rotation can be
represented as

X* — X* (cosh y £sinh y) =~ X*(1 £ ) (5.28)

for x infinitesimal. Taking for simplicity A = 1 + € and applying such a transfor-
mation to the RHS of (5.27) gives

(T+e)z", (1+e),(1+e)z®) = ((1+e)a", 1, (1 + 2¢)x?) (5.29)

provided we choose Yy = —e. The point in the RHS of (5.29) is in the Euclidean
section. That is we have done a (permitted) conformal transformation and

e(Az) = B(AX)| (5.30)

section

Scalar 2-point function

We are now ready to use this formalism to compute correlators. Let us derive the
2-point function of ¢ inserted at the points x and y. We start from the 2-point
function of ® in d+2 dimensions inserted at the points X and Y, which projects
to x and y according to the above recipe. The only possibility to construct a two

point function with the required properties is
c

(P(X)2(Y)) = XY (5.31)

where ¢ is an undetermined constant, because X? = Y2 = 0 on the null-cone.
(5.31) is Lorentz invariant and has the correct dimension. What remains for us to
do is to project it to the Euclidean section, i.e. to set

XM= (2" 1,2%),  YM=("1,9°)
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This implies

1 1 1
XY = Xt Y =5 (XY +XYT) =ay— 5(gﬁ +12°%) = —§(x —1)%(5.32)

Le.

C/

(p(x)ey)) = CEmE (5.33)

From the previous construction it is clear that the two point function of two
scalar fields ;1 (z) and s (y), with different weights Ay and A,, is bound to vanish.
For in d + 2 dimensions we should be able to construct a Lorentz invariant object
of weight A; in X and Ay in Y, but such objects do not exist on the null cone.

Scalar 3-point function

Let us move now to the three-point function of three scalar fields ¢;(x) with weight
A;, i = 1,2,3. Introducing the corresponding fields ®; in d + 2 dimensions, the
only appropriate object we can construct is

C123

DO (X)DPy(X5)D3(X3)) = 5.34
< 1( 1) 2( 2) 3( 3)> (Xl'X2>a123(X1'X3)a132(X2‘X3)a231 ( )
where
123 + a132 = Ay, 123 + azz1 = Ao, a132 + ag31 = Ag (5.35)
The solution is
A1+A2—A3 A1+A3—A2 A2+A3—A1
(193 = , Q32 = , Q231 = (5.36)
2 2 2
So finally
Clo3
— 5.37
(p1(21)p2(22)p3(23)) (z1 — x9)20123 () — 23)20132 (15 — 33)20231 ( )

Scalar 4-point function

Proceeding in the same way for the four point function of a scalr field of weight A
one finds in d + 2 dimensions:

1

(LX) D(X)B(X)B(X0)) = [ (1:0) 5y a )

(5.38)
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where f is an undetermined function and u,v are the cross-ratios

_ (X1 X)) (X5-X4) _ (X Xy (X X) (5.39)
YT XX (X)) T (X Xs) (X Xy) '

Upon reduction to d dimension the latter become

(w1 — @) (w3 — @)’ . (11 — x4)? (22 — 23)?
T (21— m3)% (22 — 24)% B (21 — 23)* (22 — 74)? (5.40)

So, finally,
1

xr1 — ZL‘Q)QA(,I:J, — $4)2A

(o(z1)e(w2)o(ws)o(24)) = g(u, v)( (5.41)

where ¢ is proportional to f by a numerical factor. We could have proceeded in
another way, singling 'ou.t instead the factor m in (5.38). But since the
correlator is symmetric in the exchange of the entries we must have

1
Xr1 — Z’4)2A(£L’2 — ZL‘3)2A

(p(z1)p(ra)p(2s)p(ra)) = g(ﬂﬂ?)( (5.42)

where 4 = v,0 = u. But (5.41) and (5.42) coincide. Therefore

u

o) = gfv,w) (4)

5.2.2 Correlators of tensorial operators

Suppose we want to compute a conformal covariant correlator involving a tensorial
operator ¢,,x.... It is natural to introduce its ancestor in d + 2 dimensions in the
form ®;np... When going back again to d dimension we have for each index two
more components than needed. How do we eliminate the exceeding ones? One
first condition is transversality, i. e.

XM®ynp. =0 (5.43)

which can be imposed without breaking Lorentz covariance. It eliminates one
component for each index. The remaining superfluous component is related to a
sort of ‘gauge invariance’ generated by transversality: if we add to ®y; ... a tensor
proportional to X), the transversality condition suppresses it. We will eliminate
this gauge freedom by ‘fixing the gauge’, that is by making a precise choice in order
to guarantee covariance in d dimensions.
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The tensor ¢,,... in d dimensions will be obtained by projecting ® ;... to the
Euclidean section. This implies

CaXM XN oxL

PHNE(X = A 5.44
( ) section oxrt Oxv Oxr ¥ (:E) ( )
where XM = (2#,1,2?), so
oxM
= (0, 0,22, 5.45
0x° (05,0, 225) (5.45)
Now let us suppose that @MV is traceless: @M = 0. It follows that also

@, = 0. Indeed, taking the trace in (5.44), on the Euclidean section we get

OXM XN oXE

=T1MN Ce
section 8x” 8x” aIA

0= (I)MML<X) (p;w)\“.(:w

The factor

OXM XN ox* 0xP  O0XtoX—

—_— = - — Vs 4
TIMN ox* Oxv e oxH Oz ox# OxV "l (5-46)

from which the claim follows.

The d + 2 tensor field ®y;np. (X) will of course transform in accordance with
the Lorentz group SO(d+1,1). In addition, if the tensor field ¢, has conformal
weight A, we will require

Qv (AX) = )\_A(I)MNL...(X) (5.47)

To see that this is the right behavior let us consider for simplicity a vector field
®,; and let us form the one-form ® = ®,;,dX". From the point of view of the
Lorentz group in d 4+ 2 dimension ® behaves like a scalar, which, under rescaling,
transforms with weight A — 1! . We can apply now the same kind of argument as
for the scalar field ® above and deduce that, as consequence of (5.47), the 1-form
pudz* will be multiplied by the conformal factor A2 This is what is expected

of ¢,.
The 2-point function of a current

Let us compute the two-point correlator of a vector field j,(x) of weight A. We
introduce the vector field Jy/(X) in d + 2 dimensions and form the most general

In general when a general coordinate transformation is involved one should take into account
also a factor (ds)®~!, ie. ® = ®3,dXM(ds)®1, but in this case we have d%sg12|scction = d*sq,
therefore this factor can be disregarded.
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Lorentz covariant

(Ju(X)JIn(Y)) = #G?MN* XY

O./XMXN + ﬁXMYN + ")/YMXN + (SYMYN
(X-¥)2

(5.48)

¢,a, 3,7, are undetermined constants. Now, saturating (5.48) with X and Y/,
transversality and null cone condition requires &« = 6 = 0 and v = —1. However if
we restrict such result to the Euclidean section we obtain an expression which is
not translational invariant. We have to start instead from

c (X — Yar) (X — Vi)
(Ju(X)In(Y)) = XY)5 ("MN + Xy )

(5.49)

which is compatible with transversality and null cone condition. Then, restricting
to the Euclidean section we get

/
c Ty

<]u($)]u(y)> = WIW(ZE - y), IMV(x) = Nyw — 2 22 (5-50)

This is the same result we computed above in a free field theory, see (4.26).

A more limpid derivation of this result is obtained by means of covariant trans-
formation formulas, instead of contravariant ones like (5.44). To obtain covariant
formulas one must consider the relevant tensor components as intrisic components
of forms: ® = &y np dXMAXNAXL . ... In this case the restricted form to the
Euclidean section, i.e. gouy)\_,_dx“d:p”dx)‘ ..., is the pull-back of ® by the F' map
(5.17). That is, ¢ = F*®. Instead of (5.44) we have

OXMOXN oXE

VA = P 2.51
L T I ML (5:51)

Starting from the most general pure Lorentz invariant expression in d+2 dimension,
(5.48), using (5.45) and

oxM oYM oxM oyM

_ _ TR TR
" Mm =0, GyHYM_O’ Gm“YM_y ", 8yMXM_I Yy

(5.52)

one obtains again (5.50).

Current conservation

If the previous operator j, is a conserved current, its weight is canonical, A = d—1,
we obtain the same result we computed above in a free field theory for d = 4,
see(4.26).
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When A = d — 1, one can easily verify that

" (Ju(®)ju(y)) = 0 (5.53)

In general current conservation can be verified in the original d spacetime. It
does not seem to be possible to represent this property in simple form in d + 2
dimensions.

All tensorial two-point functions turn out to be constructed with 7,,. No new
conformal structure appears in two-point correlators. For instance for the e.m.
tensor the two-point function is well-known

<T;w (z) Tho (y))
c/2 2

- W (IM (—y) Lo (x—y) + L, (z—y) Lo (x—y) — Enuynpo)

This correlator is conserved and traceless (for = # y), see below.

5.3 Conformal field theory in momentum space

So far we have considered CFT in configuration space. It is however possible,
and sometime convenient, to formulate a CF'T in momentum space. If we Fourier
transform the generators of the confomal algebra we get (a tilde represents the

transformed generator and 0 = %)

thU*

= —k,
= i(d + k"D,

=il k)
= 2d 9, + 2k,0"0, — k,00

[l @1

N

Notice that Pu is a multiplication operator and K » 18 a quadratic differential op-
erator. The Leibniz rule does not hold for K, and P, with respect to the ordinary
product. However it does hold for the convolution product:

K. (f*g) = (Kuf)*g‘i‘f*(f(u g)

where (f*f])(k) = [dp f(k—=p)g(p).
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Nevertheless these generators form a closed algebra under commutator

D,P]=iP,
D, K, =iK,
K, K,)=0

IW] = i(nAuKu - nAuKM)
V] = i(nAMPV - nAVPu)

[

[

[ ~ ~ ~ ~
[K/u ]j)l/] = i(me - Luu)
Ky, L

[Py, Ly

[£MV7 ikp] = i(%)\zup + nupivk - nHAZ;VP - UVPEM)

Notice also that they do not generate infinitesimal transformations in momentum
space.

For instance the special conformal transformation of a symmetric two-tensor
T)\pis given by

K, Ty,(k) = (2(A—dd)0, —2k-00, + k)T,
+2(8aTap77u)\ — a)\TM, + 8QT)\O/I7HP — apT)\#> (554)

For the e.m. tensor A = d and the first term drops.

5.3.1 A few examples

In momentum representation the CFT correlators must be annihilated by b-K . For

instance the 2-pt function of a scalar field of weight A is ~ (k2)2~% and

K (K22 =(2A —d)-0- ()21 =0 (5.55)

in any dimension. A less trivial, but still simple, example is the 2-pt function of
two currents in 3d

Gi(k)j; (k) = (”'T]” (5.56)

Working out

(2(0-9) — (kT3 = 25-3b-8) ) (Gi(k)Js(—k)
+ 2000, — b0 Gu(k)J; (—K)) + 2009, — b0 Gu(k)ji(—F)) (5.57)

one can see that it is 0.
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The 2-pt function of the energy momentum tensor in 3d has three possible
(conserved) tensorial structures, which are given by the expression

<TW (k) Too (=F)) = _l%-‘ (kukv - mka) (kpka — npakﬁ)
-
—% [(Bukp = 1upk?) (kuko = muok?®) + <5 v] (5.58)
* 19/;71' [eum— k" (k’,,k‘a o n”UkQ) + EMUTkT (kl/kp - nupk’2) + W < V}.

where 7,7, k are model-dependent constants. In Appendix B one can find a de-
tailed proof that they satisfy the SCT WI.

The third tensorial structure, unlike the other two, is a polynomial in momen-
tum space. In fact (5.64) defines a covariant integrated O-cocycle (action term).
Fourier anti-transforming it we get,

. v
Fun(@,9) ~ €uo® (0,0, = 0,0) 6@ (& — ) + < \ o p) (5.59)

Saturating it with h*’(x) and h*(y) and integrating over z and y (according to
the formula (5.2)), one gets

~ / €uro (070 0,0,h™ — 0 WOl ) (5.60)

This represents the 3d CS action to lowest order of approximation. Actually the two
terms in the RHS of (5.64) are separately invariant under a SCT. What determines
the relative - sign is the em tensor conservation.

Remark. The examples of CFT correlators we have met before (5.59) were
polynomials of the coordinates divided by powers of the relative distances between
the insertion points (or their Fourier transforms). Eq. (5.59) and Egs. (5.64)
below represent a new kind of correlators, which correspond to polynomials of the
momenta in momentum space and to completely localized expressions in coordinate
space, that is expressions made solely of delta functions and derivatives of the
latter. Such expressions are called contact terms. The previous ones, like the
even parity structures in 3d, are called nmonlocal terms. In CFT there appear
also partially local correlators in which both characteristics are present. Non-local
structures contain singularities when the insertion points coincide, which require a
regularization. Unregulated correlators are also referred to as bare. Regularizing
such bare correlators may lead to the appearance of contact terms.
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5.3.2 Appendix B. SCT WI in momentum space

In this appendix the tensorial structures (5.58) are shown to satisfy the SCT WI in momentum

space.
For the even structures we have
b K kukykxk, - S)bukuk‘,\k,} + kubokak, + kuk, bk, + kuk Eab,
|| ||
kkyknk
—(d —3)b-k 2P 5.61
(A= 3k 2 (561)
k, K, k? b-k
b-K “|k| = (d—3)(buky + kuby) k| + (d — S)Wkukl, (5.62)
and
b-K |k|> = 3(d — 3)b-k | k| (5.63)
Therefore the even (nonlocal) tensorial structures (5.58) satisfy the SCT WI (in d = 3).
The third tensorial structure in 3d is parity-odd and local
~ ~ - H _ ~
<T/Au<k)T)\p(_k)> ~ Gu)\ok (kukp - ank2> + (’L)L\ PN Z) = FMV/\PUg) (564)
Acting on it with b- K we find
DK By = (=206:05-0+ bk0) By + 20,07 = 578, Frun,
+2(b, 0" = b7, Furap
= —2(d—2)b-keunakn, — 267 €opr(kk, — nl,pkz)
+2(d — 2)k e5prbuky + 207k exro (kpNpy + kunpp)
+4b" k% ex o kunup + ()\ o p) (5.65)
This vanishes thanks to the identities
boeg#)\ky — bl,e-,—#)\k‘T + bTET)\JkUn/“, — bTG-,—lLUkU’I]V,\ =0 (566)
b eourk?® + 070 eparky k™ — b €oprkirky — bk ke =0 (5.67)

which are consequences of

Nuv€xpe — Nur€vpo + Nup€uvie — Nuo€vrp = 0



Chapter 6

OPE and bootstrap

CFT in 2d is strongly constrained, so constrained that in many cases it can be
solved exactly, that is all the correlators can be determined. In d > 3 the sym-
metry group is finite and the theory less constrained. However there still exist
constraints that allow to extract significant information. They are known as con-
formal bootstrap or OPE associativity or, also, crossing symmetry. This chapter
will first introduce and illustrate the properties of OPE in d > 3, then discuss the
consistency condition or bootstrap.

6.1 OPE

We have already seen the operator product expansion at work in 2d and what
powerful tool it is. This is true also in higher dimensions. The notion of OPE has
been introduced at the beginning, (1.19). It was pointed out there that the series
in (1.19) in ordinary field theories may be asymptotic (non convergent). In a CFT
such series are instead convergent. From now on let us suppose that the fields
¢1(x) and @o(y) are primary with conformal weight A; and A,. The sequence of
fields ; on the RHS includes both primary and secondary fields. In CF'T, given
the latter, it is possible to determine exactly the coefficients C,,(z,y) belonging to
a given conformal family. Let us denote the primaries by O,,. We will write

1(2)2(0) = ) Cul,0)0,(0) (6.1)

where C,,(x,0) represents in a compact form the full OPE for the family of O,.
Let us see how we can explicitly compute C,,(z,d). Pick in the RHS one particular
primary O with weight Ap. We suppose for simplicity that ¢, ¢o and O are scalar
fields. So

o1(2)p2(0)]0) = Q—%«om) +.)0) (6.2)
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We wish to determine 6. To this end we apply D to both sides and use (4.1). On
the LHS of (6.2) we have

iD (p1(2)@2(0)[0)) = i ([D; 1(2)]p2(0) + 1 (2)[D, 02(0)]) [0)  (6.3)
= (A1 + A2) (91(2)92(0) + 2001 (2)02(0)) |0)

and, inserting (6.2) in the RHS,

— (14 82 = 5)PE(O(0) + .. )) (6.4)

On the other hand applying D to the RHS of (6.2) we get

iD (f‘f& <o>|o>) _ Ao‘%w(ow (6.5)
Therefore
(5 - Al + AQ - AO (66)

Going to the next order we will have

o1(2)2(0)[0) = |)\(|95(O(O)+bx'80(0)+...)|0> (6.7)

Now we apply K, to both sides. On the LHS we obtain

K, (1 (2)g2(0)10)) = (241 — 8)a, (Q—‘%w(m T ba-00(0) + .. ) 0 (68)

while on the RHS
Ao Ao
iK, <| |5(O(0) + bx-00(0) + )|O>> (| 7 202, Ap O(0) + ) |0y (6.9)

It follows that b = %. One can calculate the subsequent coefficients by
repeatedly applying (4.1). The constant A\p cannot be determined in this way. It
is characteristic of the family O and one of the parameters that define the theory.
As we will see it corresponds to the normalization of the two-point function of O.

Let us apply the previous results to the three-point function (®(y)e1(x)p2(0))
where ® is a primary with weight Ag. Using OPE in the product of the last two
fields

(®(y)¢1(2)92(0)) = Y Cul,0)(P(y)On(0)) (6.10)
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The two-point functions in the RHS is nonvanishing only when O,, = @, i.e.

(@(y)p1(2)p2(0)) = AeCo(x,0)(2(y)2(0)) (6.11)

where it is understood that

(D (y)(x)) !

- 6.12
|y — z[>2e (612

In other words, singling out A in (6.11), we have chosen to normalize to 1 the 2-pt
function in (6.12).

The expression Cg(z,0) in (6.11) is calculated as above. However now we have
a more convenient way to evaluate it. Since we know the general expression for
the three-point function, (4.31) , and thus a conformal covariant expression for
(®(y)p1(x)p2(0)), we can replace this on the LHS and rewrite the latter as

Co1o 1 |y|A<I>+A1*A2

(@(y)er1(x)e2(0)) = [2[A1 82 Ba [y[2Ba [y — p[AetAi-As

(6.13)

Then we replace (6.12) in the RHS of (6.11) and expand around y. It is clear that
cp12 = Ao, and equating the homogeneous terms, we can determine in this way all
the coefficients of Cg(x,0).

Remark. It is clear that, inserting the OPE of two adjacent fields in a cor-
relator of n primaries, the latter can be reduced, with the help Cp,(z,0), to a
superposition of correlators with n-1 primaries. On the other hand n — 1-order
correlators can be reduced to n — 2-order ones and so forth, down to three-point
correlators. Now suppose we give the following data for a theory: the primaries,
that is their weights and two-point function normalizations Ao, and so all the OPE
coefficients (the so-called conformal data). Proceeding in the way just outlined we
can calculate all the correlators and so completely determine the theory. The nat-
ural question is: can these data be arbitrary? The answer is no, because certain
consistency conditions must be satisfied. This is what we are going to discuss next.

6.2 OPE associativity or conformal bootstrap

Let us consider the four-point function of primary fields ¢;, i =1, ..., 4:

(p1(z1)pa(m2)p3(73)pa(T4)). (6.14)
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We can replace the first and second products with their OPE’s

p1(z1)pa(r2) = Z/\lzoco(xu,ay)(')(y) (6.15)

w3(z3)pa(zs) = Z/\34Of00/($34,5z)0/(2) (6.16)
o

where z;; = x;—x; and y = 5, 2 = x4. This is a simplified notation: we understand
possible tensor indices in the primary operators O. So, using the same argument
as above,

(p1(z1)p2(22)p3(x3) pa(2a))
= > Azosio(Col1z, 8,)Colas, 0:)(0()0(2))) (6.17)
o
We could have done the OPE in another way, 13 and 24, and obtained
(p1(z1)p2(x2)p3(73)0a(24))
= Z A130A210 (CO(I137 3w)CO(I24, 3z)<0(w)0(2)>> (6-18)
o
where w = x3. Or even
(p1(w1)pa(x2)p3(w3)0a(T4))

= Z M40 A230 (CO(95147 0.)Co (w23, 6w)<(9(z)(’)(w)>> (6.19)
o

These expansions are reminiscent of the s-, u- and t-channel pictures in S-matrix
theory, so they may be called s-, u- and t-channel expansions.

Figure 6.1: s- and t- channel expansions.

The expressions in ( ) brackets in (6.17) and (6.18) are known as conformal
partial waves (CPWs).
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Of course (6.17,6.18) and (6.19) must be the same, and such set of relations for
all correlators of a theory are strong constraints on the conformal data. Similar
constraints must be satisfied also for higher order correlators. Such constraints
are called OPE associativity or conformal bootstrap. An important result is the
following:

Theorem. If OPE associativity is satisfied for four-point functions, it is satis-
fied for all higher order correlators.

Figure 6.2: An illustration of the Theorem for five-point functions.

Fig.(6.2) is an explicit example of the arguments used to prove it. The first
step understands the OPE of the first two fields like in the first step of Fig.(6.1),
which amounts to an expansion over the set of operators O. In the second step
one does the OPE of each O with the field 5, which amounts to an expansion over
another set of operators O'. Then one uses the equivalence illustrated in Fig.(6.1)
and replaces the sum over O, O with a sum over O, O”. Finally one does the
inverse of the first step for the fields 0", 2, 3, 4.

In the discussion of bootstrap another concept is useful, that of conformal
block (CB). Let us consider the four-point function (6.14), where for simplicity all
primaries have weight §. We can write it as follows

Go(u,v
<901(9€1)902($2)903 353 904 354 E A 120340 025 25)
T12%34

The dimensionless quantity Go(u,v) is called conformal block.
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String theory is based on conformal symmetry. It is in fact a particular con-
formal field theory whose distinctive feature is the vanishing central charge. In
its simplest formulation bosonic string theory is a theory of free scalar fields and
(Faddeev-Popov) ghosts. Each scalar field is interpreted as a coordinate in the tar-
get space-time and the ghosts guarantee the vanishing of the central charge in 26
dimensions. This third part of the lectures contain a simple introduction to bosonic
string theory (both open and closed). The lectures start with the Polyakov action
and its properties, in which the vanishing e.m. tensor is an on-shell constraint.
Gauge fixing it leads to a simplified formulation as a theory of free bosonic fields
with such a constraint, and this in turn leads to the old covariant quantization:
the string oscillators become creation and annihilation operators, which acting on
the vacuum create the Fock space of states. Many of the latter turn out to have
negative norm and the problem arises as to whether the constraint, which in the
quantum theory is translated into the ‘physicality conditions’, can eliminate such
negative norm states. This turns out to be possible only if the spacetime dimension
is 26. In d=26 the spectrum of open string theory contains a tachyon, a Maxwell
vector state and an infinite tower of massive states, while the closed string contains
a tachyon, a gravity multiplet and an infinite tower of massive states.

The old covariant quantization is an incomplete presentation of string theory.
The method of BRST quantization shows that a complete formulation of the theory
requires, beside the 26 bosonic fields, also the presence of the b — ¢ ghost system.
Its central charge exactly matches minus the central charge of the bosonic fields,
so that the overall central charge of the theory vanishes. This is important and
marks the difference with the CFT models discussed in the previous part. In those
model the central charge is nonvanishing: a nonvanishing central charge implies a
nontrivial trace anomaly (proportional by the central charge to the 2d curvature,
see part IV). However such trace anomalies are effective only in presence of a
nontrivial background metric. If the background metric is flat, as it is the case
for the above models, the anomaly vanishes. In the case of string theory, instead,
nontrivial background metrics play a crucial role and the theory makes sense as a
gauge theory only when the trace anomaly vanishes, i.e. when the central chage
vanishes.
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Chapter 7

The Polyakov action

To introduce the string action we need two spaces: the proper two-dimensional
space spacetime X, with local coordinate 7 and o, endowed with a metric h,g; and
a D-dimensional target spacetime M with local coordinates z#, u =0,1,..., D—1.
For the time being we will assume M to be a flat Minkowski spacetime, with metric
Nuw- The signature of both metrics is of the type (—,+,...,+). The action for the
bosonic string is the action of maps ¢ from ¥ to M.

S = _g/ d20’ \/Eha6(7—7 O-)aocX“(Tu U) aBXV(Tv 0) Nuv (71)
D)

where d?c = drdo. T is the string tension, it has the dimension of a square mass
and measures the scale of the energy density distributed along the string. The
indices o and [ take value 0 and 1, where zero represents 7 and 1 represents o;
we will also use the notation ¢ = 7, ¢! = o; h represents (the absolute value of)
the determinant of the matrix hog(7, ). In this action the fields X*(o, ) are the
coordinates of the image of the point in 3 with coordinates (o, 7) under the map
¢ — M, ie XH(o,1)=2a"(¢(o,71)).
The action (7.1) is invariant under the following local gauge transformations:

1) diffeomorphisms, whose infinitesimal version is specified by

0, X =EY0, X" (7.2)
Ophap = & Oyhag + 0l hyp + 058" hay
where £* = £%(7,0) are the infinitesimal parameters of a group which will be
denoted by D. The transformations (7.2) correspond to the infinitesimal coordinate
transformations

o = 0% =0"+&°
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2) local Weyl transformations, whose infinitesimal version is

5, X" =0 (7.3)
6Whaﬂ = 2wha5,

where w = w(7,0) is the infinitesimal parameter of an Abelian group denoted by
W.
The overall local symmetry group is the semidirect product of the two, D o W.
The Poincaré invariance of the target spacetime translates into a rigid symmetry
of the action, represented by the infinitesimal transformations:

5, X" =a" XU+ b, §,has =0 (7.4)

where a,, = —a,, is a constant antisymmetric matrix and b, are constant param-
eters.

Concerning >, we will consider two cases:

a) an infinite strip: —oo < 7 < 400, 0 < ¢ < 7 in the open string case;

b) an infinite cylinder: —oo < 7 < +00, 0 < o <7 and the identification of
o = 0 with o = 7 in the closed string case.

7.1 The energy-momentum tensor

The energy-momentum tensor for the bosonic string action is

2 1 468 1
Tog=———m— = [ O, X 05 X" — ~hosh’0, X 95 X" v :
i = (XX L0, XMOX g (79)
To derive this one has to use in particular M%ﬁ\/ﬁ = —%hag\/ﬁ. It is easy to verify
that

h*T,5 =0 (7.6)

This is due to Weyl invariance, for 0 = dyS ~ [ To50h*® = =2 [wT,*. It is to
be remarked that (7.6) holds off-shell.

As a consequence of the definition (7.5), the equation of motion (EOM) corre-
sponding to the dh,g variation is

Taﬁ =0 (77)

This EOM is actually a constraint, as a consequence of the fact that h,s appears
in (7.1) as a non-dynamical variable.

The connection of the Polyakov action with the Nambu-Goto action is explained
in Appendix C.
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Notation

A dot, ¢, denotes a derivative with respect to 7. A prime, X', denotes a derivative with respect
to 0. A central dot X - Y denotes contraction: X -Y = X#Y"n,,, and X? = X - X.

7.2 Classical string theory

This section is a preparation of the so-called old covariant quantization (OCQ). The
quantization referred to as old covariant is a heuristic way of quantizing the field
theory of strings in 2D. It consists in fixing the gauge freedom by hand (without
taking into account the functional Jacobian factor implied in such operation, see the
BRST quantization) and carrying out the canonical quantization on the resulting
classical theory. This section is devoted to the classical background underlying the

0CQ

7.2.1 Classical background

To fix the gauge in (7.1) we trade the three gauge degrees of freedom £* and w for
the three metric degrees of freedom h,g by fixing the latter as follows

hozﬁ = TNas, (78)
where 7,4 is the 2D Minkowski metric. As a result the action becomes
T 2 af T 2 l ! y v
Sur = =5 | Pon0.X 95X = -5 da(X-X—X-X) (7.9)

Setting to zero the variation with respect to X* one gets
0=10Sy5 = T/dQJno‘ﬁ&xaﬁX 00X — T/dTX’ . 5X‘a
)

where 0% denotes the boundary of ¥ (i.e. o = 0,7). This implies the Fuler-
Lagrange equation of motion

2 2
OXH = 0,05 X" = ( o _9 ) Xt =0 (7.10)

o2 or?

plus the boundary condition

—0 (7.11)

o=0

/ drX' 6X|7=F = / drX'-5X

—/dTX’-éX

O=T

Of course we understand that the analogous condition for 7 are trivial: X* is
supposed to vanish at infinite positive or negative 7.
We will consider two different ways of satisfying (7.11).
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e Closed string boundary condition (CShc).

Closed string theory requires periodic X*:
X*(7,0) = X*(r,m) (7.12)
This satisfies (7.11).

Open string boundary conditions (OSbc).

The endpoints of open strings independent of each other, therefore one can
consider at least two possiblities:

either X/ |, =0, (N (7.13)
or XM|82 = const, (D) (7.14)

They both satisfy (7.11). They are referred to as Neumann (N) and Dirichlet
(D) boundary conditions, respectively. The latter can be expressed also as
Xn ’ o = 0. Neumann boundary conditions express a continuity requirement:
there cannot be an outgoing or incoming flow of matter at the endpoints of
a string. In the Dirichlet case the endpoints are fixed at constant values.

Since the boundary consists of two disconnected elements, o = 0 and o = ,
one can actually envisage four possibilities, instead of two as above,

Xiloo=0=X)|,_., (NN (7.15)
XMU:O =0= Xu|g:7rv (ND) (7.16)
Xulyoy=0=X,[,_..  (DN) (7.17)
Xulyg=0=Xu[,_, (DD (7.18)

Beside the equation of motion and the appropriate boundary conditions, we

have the constraint equations (7.7). These are the three elements that characterize
classical strings. Solving the equation of motion and the constraint equations, sub-
ject to the appropriate boundary conditions, completely determine the admissible
string configurations.

7.3 Classical solution

The equation of motion (7.10) takes an even simpler form if we use 2D light cone

coordinates o

* = 7 4+ 0. We have, for instance,
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Then the equation of motion becomes
0,0_X"=0 (7.19)

The generic solution to this wave equation is well-known, it is the sum of one ingoing
and one outgoing wave. Therefore the most general solution can be written as

XH(r,0) =X (o4) + X (0-) (7.20)

where X/ are generic (smooth) functions of their arguments. Together with the
equation of motion and the boundary conditions, also the constraints equations
must be satisfied. In the gauge fixed version they take the form

TOl = TlO = X . X/ =0 (721)
1 /.
Too = Tii = 5 <X2 + X’2> —0 (7.22)
and in l.c. coordinates
1
T++ - 5 (T()() + TOI) = 8+X . (9+X — 0 (723)
1
T _ = 5 (TOO — TOl) =0_X-0_.X=0 (724)
The equation
1 1, .
T+, = T,Jr = Z (TOO — T11> = _ZTQ =0 (725)

is satisfied even off-shell, as remarked above, so it is not really a constraint.
Beside the (off shell) vanishing of the energy-momentum trace we have also the
following conservation laws

87T++ - 0, 8+T7, - 0 (726)

which hold on shell. These are the consequence of a residual symmetry, which will
be discussed shortly.

7.3.1 Residual symmetry

As it often happens in field theory the gauge fixing condition (7.8) we have chosen
does not completely destroy the gauge symmetry. There remains a residual sym-

metry, which manifests itself through the existence (on shell) of the conserved laws
(7.26).
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Let us describe this residual symmetry in detail. Since the theory is invariant
under both diffeomorphisms and Weyl transformations, one can imagine that there
exist diffeomorphisms that compensate the effect of a Weyl transformation. This
is actually the case. If, for simplicity, we start from the flat metric 7,4, such
transformations are determined by

OpNap = 080 + 0aép = —2WNap = —0y Nas (7.27)

where &, = 1,567, This leaves the action (7.9) unchanged on shell. Such &, satisfy
the following equations

0:6 + 0,6 =0
87—51 + 8cré'O =0

Defining
=+,
such transformations are therefore seen to satisfy
0.¢ =0, 0_(H =0 (7.28)

In other words £t = ¢t (o) and € = £ (07). These are the conformal transfor-
mations.

7.3.2 The symplectic structure

Another important ingredient, which is needed for the canonical quantization, is
the symplectic structure of the two-dimensional string theory. The conjugate mo-
mentum for X* is

I = ;75 =TX" (7.29)
I

Thus the equal time canonical Poisson brackets are

(XH(1,0), X"(1,0")],p = Tﬁln“’jd'(a — o) ' (7.30)
[Xu(Tv 0)7 XV(T> Ul)]PB =0, [XM(T> 0)7 XV(Tﬂ OJ)]PB =0

These will be used shortly.
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7.4 Closed string oscillators

The reason why a particle physics interpretation of string theory is possible is due
to string oscillators. Any string oscillator in the quantized theory will be inter-
preted as creation or annihilation operator of some kind of particle fluctuation.
Mathematically string oscillators are coefficients of the Fourier expansion of solu-
tions to the equation of motion. For a reason that will become clear, it is simpler
to start with closed strings. We consider separately the X and X" of a solution to
the equation of motion. They are continuous functions of o, and o_, respectively.
They can therefore be expanded on a complete basis of eigenfunctions e=2"7*,
n € Z, periodic in 0. We write

1 02 i at .
o . o 1L n _—2ino
X+(O'+) = §ZL'+ + §p+0'+ + 56 E#O 76 + (731)
1 02 1 at .,
Xto) = =o'+ =plo_ —EE—"—QZW 32
Hloo) 2x,+2p,a —|—2 n#)”e (7.32)

where ( = \/% has the dimension of a length. In this way all the o and a# coef-
ficients are dimensionless; 2 has the dimension of a length and p/; the dimension
of a mass. For consistency we will set 2%/ = 2" = z# and p! = p” = p*. To be
precise, (7.31,7.32) are not periodic in ¢ due to the linear term, which is naturally
annihilated by the O operator. However the complete expansion of X* is periodic

) K , K :
XH(1,0) = 2" + Cph'T + %e > <%62m<m’> + %eW”)) (7.33)
n#0

Integrating this in o from 0 to ™ we get
/ do X*(1,0) = ma" + 7 Pp'r (7.34)
0

Therefore z* and p* can be interpreted as the center of mass position and momen-
tum of the string.

Reality condition
Requiring X* to be real implies that x* and p* are real and
(ap)" =al,,  (ap)" =ak, (7.35)

It is often convenient to set

N

" (7.36)

o=
I

(o)

o=
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Poisson brackets for closed string modes

The Poisson brackets for oscillators can be derived from the symplectic structure
(7.30). The result is

)
nilPB

[O‘%> &Z]PB =0, [pM’ xV]PB ="
To establish the correspondence one needs the following representation for the delta
function in (7.30):
2in(c—o’)
o~ o) =3

nEZ

[k o = 1""'M Oppyno = |G (7.37)

7.5 Open string oscillators

Let us expand now the open string solution X* in oscillator modes. We will limit
ourselves here to a solution that satisfies the Neumann boundary conditions (7.13).
We cannot proceed as in the closed string case, because the solution is not periodic,
but we can utilize the doubling trick. We define a new solution
XH(T,0) 0<o<m

X“(Tv”):{xu(f,—a) << (7.38)

This is periodic in the interval —7 < ¢ < 7 since X#(r, —r) = X#(r, 7). Moreover
it is continuous at the junction ¢ = 0 with its first derivative due the Neumann
boundary condition. This allows us to expand X" as we have done for X* in the
closed string case. We can write

AP
Xp, "’ 2 n 77,TL(T+U) an fzn(‘r o) )
(1,0) = " + O*p'r + ez( + e (7.39)
n#0
One can verify that the Neumann condition is satisfied only if o = a#. Therefore
for open strings we have only one set of independent oscillators and the general
solution can be written

B — 2, 1 ; % —inT
XH(r,0) =a"+p T—l—%% e " cosno (7.40)
Reality condition
Requiring X* to be real implies that x* and p* are real and
(ap)” = ok, (7.41)
To make the formulas more compact it will be convenient to set
= lpt (7.42)
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Poisson brackets for open string modes

As in the closed string case the Poisson brackets for oscillators can be derived from
the symplectic structure (7.30). The result is

[0, 0]y = M bimo [P 2 ] = 1 (7.43)

7.6 Global conserved charges
The global symmetry (7.4) (Poincaré spacetime symmetry) give rise to currents

Pr o= T, X" (7.44)
M = T(XF9,XY — XY, X") (7.45)

which are conserved on shell
O, P =0, O, M =)

These are the conserved density of momentum and angular momentum. The cor-
responding charges are the string (total) momentum

Pt = / do Py = T/ do X" = 7T 0*pH = pt (7.46)
0 0
and angular momentum
M —/ do Mp¥ = T/ do <X“X” — X”X“) (7.47)
0 0

These results hold for both open and closed strings.
One can find some explicit examples of classical strings in Appendix D.

7.7 Classical symmetry algebras

We have shown above that both the 7'y, and 7__ components of the energy-
momentum tensor are conserved. We can Fourier analyze them and obtain an
infinite sequence of conserved quantities. On shell we have T4 = T4y (04). In
the closed string case we can thus set

Tiy(op) =202 Lye ™7+ T _(0_)=20*) Lye "~ (7.48)

nez neZ
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which imply
T s ) ~ T ™ )
L,=— / do T e* ™7+, L,=— / do T__e*™m7- (7.49)
2 0 2 0

Using (7.23) and 0, X* = ()

ments in terms of oscillators

ez Qe ?M7% we can easily obtain the Fourier mo-

1
Ln=15 > g g (7.50)
k€EZ
Similarly
-1
Lo=5) @k G (7.51)
keZ

The constraints equations for closed strings (7.21,7.22) can now be written

L,=0, L,=0, VneZ (7.52)

Using (7.37) it is easy to see that these moments satisfy the Poisson algebra

(Lo, Ln] s = (0 — m) L (7.53)
[Ls Lon] oy = i(n — M) Ly (7.54)
[Lm ‘Em]PB =0

The first and second brackets define a copy of the so-called Witt or classical Vira-
soro algebra.
This is a good point to recall that the Hamiltonian for closed strings is

o= [do (- r) =3 [Car (17 x?)

1 ~
= 3 D (i an+dp - an) = Lo+ Lo (7.55)

ne”L

L is the Lagrangian.

For open strings the construction of the analogous classical conserved gener-
ators is slightly more complicated due to the lack of periodicity of both 7T, and
T__. We will proceed as above for X*. We define the new object

r _ T (os) O0<o<m
T(r,0) = {T__(a_) —1<0<0
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which is periodic in the interval —7m < ¢ < 7. Now we can set

Ln = T/ €ing+ T(T, U) = 2T/ 6in0+ T++ (U+)
0

—T

1
= 5D % Ok (7.56)

keZ

Such L,, obey the same algebra as (7.53)
Loy Lon] p = i(1 — 1) Ly (7.57)

In the same way as for closed strings one can prove that the Hamiltonian for open
strings is

1
H=: > al,-a, = Lo (7.58)

nez

This depends on the fact that, for open strings, fow doX-X' =0.
The constraints equations for open strings can be written

L,=0, VYneZ (7.59)

In conclusion, we can say that a classical string theory solution is defined by an
infinite set of numbers (the oscillators) subject to the constraints (7.52) for closed
strings and (7.59) for open strings.
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Chapter 8

Old covariant quantization

The old covariant quantization is the quantization of the classical theory developed
in the previous chapter. This is done by promoting the Poisson bracket to Dirac
brackets

[ ) ]PB—>i[ ) ]

Thus, at the level of oscillators, for closed strings we are left with the following
basic commutators

[O‘umv O‘vyz] = [d%7 &qyz] = 0""M Oin,0 (8.1)
[O‘Zw &Z] =0, []3#7 i‘y] = _7:7]“”

The oscillators are promoted to creation and annihilation operators in a Fock
space we will define in a moment. We have chosen to put a hat over p and x
as operators, to distinguish them from their respective eigenvalues. The reality
condition becomes

()t = ot (ap)' =a,

2

where a T denotes hermitean conjugation.
Similarly, for open strings, the quantum commutators are

[Oélnll? O/T/L] - nlﬂ/m 5m+n,07 [ﬁﬂ’ jjy] =—1 ,r]/.u/ (82)
with the following hermiticity relation
() = a”,,

Let us continue, for the moment, with open string theory.
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8.1 Old covariant quantization for open strings

We split the set of oscillators into creation operators a# with n < 0, and annihila-
tion operators with n > 0. The latter annihilate the vacuum |0)

ah|o)y =0, n>0

Acting with the creation operators on the vacuum we create the states of the Fock
space. The generic Fock space state is a linear superposition of basis states

|t ob2osbts ) — (aﬁi)T(aﬁg)T o (aﬁz)”O), ni,...,ng >0 (8.3)

n1,Mn2,... Ns

This space has a natural inner product defined by the algebra (8.2), by the hermiten
conjugation and by

(O = (on",  (0j0) =1 (8.4)

An example will suffice. Let us consider the inner product of (a#)t|0) with itself
(that is its ‘norm’)

I(a)™0)1* = (Olaf(ak)"[0) = (Ol[a;, (a1)']|0) = (Olnn"*|0) = nn"*

(no g summation understood). From this simple example a serious problem is
already evident. The ‘norm’ of the chosen state is in general non-positive-definite,
as it is negative in the case y = 0. The Fock space inner product is non-positive
definite (so, in fact, it is not a norm, but we will keep speaking about vanishing
norm and negative norm states). A non-positive norm state cannot represent a
physical state, since such a norm has to be interpreted as probability. Eventually
the problem will be to find out under what conditions the quantum theory we
are constructing contains only positive norm states. Before proceeding in this
discussion we need to introduce other elements.

Physical states carry momentum. The next ingredient we need to introduce is
therefore momentum. Classically the string momentum is p# ~ aff. The latter, as
a quantum operator p*, commutes with all the a#, while it does not commute with
. We can assign a momentum k* to a state by tensorially multiplying it by an
eigenstate |k) of p. Since the states in question will be asymptotic states, we can
represent |k) by a plane wave ¢, which is an eigenstate of p* in the coordinate
representation of the latter:

0

15“ = —i@, ﬁ”|k’> = k’“|k>

We will use the shorthand notation

’ L1 342y sfbs . k> — ’ ,uhuz,...,,us> ® ’k.> (85)

n1,n2,...,Ms’ n1,12,...,Ns
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Another ingredient is normal ordering. Expressions, such as L,,, are ill-defined
when classical oscillators are replaced by quantum creation and annihilation oper-
ators. To eliminate the ambiguity it is necessary to specify which type of operator
come first in a given expression. Any quantum expression will therefore appear
in normal ordered form, meaning that in any monomial involving creation and
annihilation operators the former will always feature to the left of the latter:

caba” =1 ol i=a” ok, n >0 (8.6)
It is evident that normal ordering is irrelevant for all the L,, except Lg. For the
latter we have

1 1
Lozﬁzk::ak'a_k = §a3+’;a2-ak. (8-7)

Normal ordering has dramatic consequences on the quantum algebra corre-
sponding to the Witt algebra. This becomes in fact

[Lm, L) = (m —n) Ly + %(m3 — M) Sptmo (8.8)
and is known as the Virasoro algebra for open strings. The additional term with
respect to the Witt algebra (7.57) is the central term and D is referred to as the
central charge. This term is generated by the fact that even though L, and L,
are normal ordered the commutator [L,, L,,] does not automatically give rise to
normal ordered terms. Reshuffling the latter one obtains both (m — n)L, ., and
the central term. It is easy to see that each field X* contributes 1 to the central
charge. This is universal: in 2D the central charge of a free bosonic field is 1.

8.1.1 The physicality conditions

The Fock space of states generated by the quantum oscillators contains in general
also non-positive norm states. This is physically unacceptable. However so far
we have not yet used a crucial ingredient of the classical theory: the constraints,
which come from the property of the 2D metric h,g not being dynamical. In the
open string case they boil down to L, = 0. First of all we remark that conditions
like L,, = 0 cannot be imposed in the quantum theory, even though the L, are
normal ordered, because constraints for operators do not make sense. They are
rather to be interpreted as restrictions on the Fock space states, i.e. a selection
criterion for those states |¢) that satisfy L,|¢) = 0. But these conditions would
be too restrictive, in view of (8.8) they would lead to a contradiction. The best
we can do is to impose such type of condition on the largest possible subalgebra
of the Virasoro algebra. A maximal subalgebra is spanned by all generators L,
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with n > —1. But the rearrangements of terms on Lo, see eq.(8.7), gives rise to
an ambiguity, so that one cannot a priori impose the condition Lgy|¢) = 0, but
rather one has to allow for a relation Lg|¢) = a|¢p), where a is a constant to be
determined from self-consistency of the theory. In conclusion the most general
quantum constraints are

La|é:ky =0, n>0 (8.9)
Lo|¢; k) = a|¢; k) (8.10)

These are referred to as physicality conditions. They will select a subset of Fock
space states whose norm will turn out to be non-negative, at least in specific
situations.

8.1.2 Analysis of the open string spectrum

Now the stage is set for analyzing the spectrum of physical states in open string
theory. Let us introduce the number operator N = Ly — 1af = > 7o, oz,Tf coy,. It
satisfies

[N, al] = kal,

therefore it is diagonal on a basis of states such as (8.5). Its eigenvalue is precisely
the sum of the lower labels of (8.5). We will call this number the level. It will be
a useful tool to classify the Fock space states.

Using (8.3,7.42) and the definition p* = —M?, we can rewrite the physicality
condition (8.10) as follows

1
M? = J(N—a) (8.11)
which defines the square mass operator (for the sake of simplicity we will often use
such equations among operators, but they have always to be understood as applied
to states).
Let us start the analysis of the states according to this classification. The first
level is N = 0. There is only one state, the vacuum with momentum |¢(k)) = |0; k).
[ts mass is

M? = —— (8.12)

and its norm
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with coefficient 1 in front of the delta function (we shall simply say that the norm
is positive). It is easy to see that all the other physicality conditions (8.9) are
satisfied. Therefore |0; k) is the first allowed state.

At level 1 we find D states (af)7|0; k). Thus the most general state takes the
form

|A(C, k) = muw ()]0 k) = ¢ - af|0; k)

The vector (* is referred to as polarization. According to (8.11) this state has
square mass M? = =% The constraint L;|A(¢, k)) = 0 is satisfied if and only if

¢ k=0, (8.13)

while the other constraints are identically satisfied. The norm of this state is (*- (.

We could continue with level 2, but before let us determine the value of the pa-
rameter a. In spacetime the state |A((, k)) is an asymptotic vector state satisfying
(8.13). The latter is the transversality condition between momentum and polar-
ization typical of a massless vector boson. Since its square mass is proportional to
1 — a, it is natural to assume that

a=1 (8.14)

which seems to render everything consistent. Therefore let us assume (8.14). We
will justify it later on. The consequence of this choice is that the level 0 state has
square mass —5, and is therefore a tachyon. The level 1 state is a massless vector
state, i.e. the excitation of a Maxwell field. The condition (8.13) corresponds
to the covariant gauge condition 0*A, = 0 of electrodynamics. Choosing k* =
(k° k1, 0,...,0), we see that kK = |k?|. Thus the condition (8.13) yields [¢°] = |(!],
which implies that the norm of |A((,k)) is > 0 (it is zero when ¢* = 0 for i =
2,...,D — 1, i.e. when the state is longitudinal). Therefore the physical vector
states have only transverse components (we call transverse the components labeled
by p=2,...,D —1) and transform according to the little subgroup SO(D — 2) of
the Lorentz group for massless states.

This is a partial manifestation of a gauge symmetry underlying string theory,
which becomes fully manifest only via the BRST analysis.

It is worth remarking that other choices of a are possible. If we choose a > 1
the vector state is also a tachyon and k2 > 0. In this case we can chose k* to have
only space components, but, due to (8.13), in such a case we could choose ( so
that ¢*- ¢ < 0, that is we would have a negative norm state (a physical ghost). On
the other hand if a < 1, then the vector state has k%2 < 0 and k* can be chosen to
have only the time component; in this case (* - ¢ > 0. In conclusion a necessary
condition for the absence of ghost states is

a<1 (8.15)
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In the next level (=2) the most general state is |B((, 0, k)) = (.o 5+0,,0" 07 1|05 k).
¢ and 6 are, respectively, a vector and a symmetric tensor polarizations. The square
mass is M? = 5 The L; and Ly constraints imply the conditions:

"0k, =0,  C-k+64=0, (8.16)

respectively. The other constraints are identically satisfied. The norm of |B((, 0, k))
is¢-C+6-6.

It is clear that the same analysis can be carried out in principle at all levels,
but complexity increases dramatically and one had better use more sophisticated
tools. What is elementary to establish is the mass spectrum. There will be an
infinite tower of states with square mass

M= n>-1 (8.17)
[0

No-ghost theorem

We can collect additional useful suggestions about the spectrum if we limit our-
selves to the dimension D = 26. In a D = 26-dimensional spacetime the number
of null states definitely increases, suggesting that it is the fittest to accommodate
a gauge theory. This has been confirmed by the so-called no-ghost theorem. It
has been proved that for D = 26 with the choice a = 1 the spectrum does not
contain negative norm states: there are plenty of zero norm states, the remaining
ones being transverse. This is true also for D < 26 and a < 1, but in this case in
general also longitudinal components appear in the spectrum and the number of
zero norm states is strongly reduced.

8.2 OlId covariant quantization for closed strings

The old covariant quantization is carried out much in the same way as for open
string theory. The main macrosopic difference is that now we have two sets of
creation and annihilation operators o and &#, defined by

akl0)y =0, akloy =0 n>0
The generic Fock space states are linear combinations of the basis formed by

(at ) (a2t (e @z ) @2)t. .. (@2)0 k), ni,...,ng>0  (8.18)
with mq,...,m,,ny,...,n, > 0. That means that the Fock space is the tensor
product of two copies of the open string Fock space. In many respects closed
string theory is a tensor product of two copies of open string theory, the latter
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being variously referred to as left(-handed) and right(-handed) or holomorphic and
antiholomorphic sectors of the theory. Of course, the closed string Fock space has
non-positive norm states. Once again we have to resort to the constraints in order
to be able to exclude them. After introducing normal ordering exactly as in the
open string case, we can verify that the L, and L,, generators form two independent
copies of the Virasoro algebra

D
[Lm7 Ln] = (m - n)Ln+m + _<m3 - m) 5n+m,0

12
~ ~ ~ D 3
[Lma Ln] - (m - n)Ln+m + E(m - m) 6n+m,0
[Ly, Lyy] =0 (8.19)

Once again we cannot impose the same constraints as in the classical case, (7.52),
they would contradict this algebra. By the same arguments as for open strings we
impose the following physicality conditions on the generic state |¢; k):

Lu|¢; k) = Lal¢; k) =0,  n>0 (8.20)
(Lo — a)|¢; k) = (Lo — a)|d; k) = 0 (8:21)

Now, recalling (7.36), let us write Ly = az/ﬁz + N and Lo = %ﬁz + N, where

T
al o, N
1

N = al - ao

o0 o0
k= k=1

Taking the sum and difference of (8.21) we can rewrite the latter as follows

M*=N+N —2a (8.22)

~N=0 (8.23)

= |

The first equation defines the square mass operator. The second equation is called
the level matching condition, and tells us that in any physical state the eigenvalue
of the number operator in the left and right sector must be the same.

An analysis parallel to the one for open strings (by resorting, for instance, to
the so-called light-cone quantization) leads us to conclude that a =1 and D = 26
guarantee unitarity of the theory. Waiting for the BRST quantization, we will
assume here this result and proceed to the analysis of the spectrum.

e At level N = N = 0 we have again a tachyon |0; k) with square mass M? =
4

o'’
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e At level N = N = 1 we have a tensor state
Wt a” |05 k), (8.24)

whose square mass M? = 0. The L; and L; physicality conditions (8.20)
impose on the polarization w,, the transversality conditions

Wkt = w, k" =0 (8.25)
The remaining conditions (8.20) are identically satisfied.

o At level N = N = 2 there is a massive state with M? = %; it is the generic
combination of states created by o/, and o/ a”, on the left and a*, and

a*,a”, on the right.
and so on. We have thus an infinite tower of states with square mass

_4n

M? n>—1 (8.26)

o’
The massless state (8.24) is most interesting. It has a reducible structure in

terms of Lorentz group representations. The irreducible representations correspond
to the symmetric, antisymmetric and trace components

Suwal07410; k), 0167405 k), M2y 674105 k) (8.27)

where s, = s,, and a,, = —a,,. The symmetric state lends itself to be interpreted
as the excitation of the metric in D = 26 spacetime dimension and (8.27) goes
under the name of gravity multiplet. The appearance of gravity (the metric G, )
in a multiplet with an antisymmetric field (always denoted B, ) and a scalar (the
dilaton) is a hallmark of string theory.

The interpretation of the (8.27) multiplet as the gravity multiplet was a turning
point in the history of string theory.

8.3 The field theory limit

It is time to remark that both in open and closed string theory, in the limit o/ — 0
all the massive modes become infinitely massive and can therefore be disregarded,
at least dynamically. The only surviving degrees of freedom are the massless one.
Since \/a' measures the length of the string, o — 0 is the limit in which strings
can be considered point-like. In this limit it is natural to expect an ordinary field
theory. In the open string case this is the theory of a Maxwell field. In closed
string theory it is gravity theory in which also a massless antisymmetric field and
a massless dilaton field are present. The analysis of the string amplitudes in this
limit will confirm this interpretation.
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8.4 The complex variable notation

One of the tools that have brought about more progress in string theory is no doubt
the adoption of the complex variable notation, which allows one to use methods and
results of one complex variable analysis. We pass to complex variable by means
of a Wick rotation in the string world-sheet, so that the metric there becomes
Euclidean, and a conformal map to the complex plane. More precisely, in the
closed string case we Wick-rotate 7 — i7 = ¢t and map the infinite cylinder (which
is the relevant world-sheet) to the z—plane by means of the map

5 — p2(t+io)
This maps a string configuration at constant 7 to a circle in the complex z—plane.
t = —oo is mapped to the origin of the z—plane and t = +oc to the circle at infinity
in the z—plane. Therefore a string freely propagating from 7 = —oco to 7 = —o0
is mapped to circles around the origin departing from the origin with increasing
radius e?.

The action (7.9) is mapped to

—g/d% (X'-X'—X-X) aiT/dzdz@ZX-azX

and (7.31,7.32) become

1 1 1 at
w _ 2 n_—mn
n#0
1 1 ) at
niz\ 2 = n-—n
X*(z) = 53:“ - Zﬁ pInz + §€ nééo gt (8.29)

The left-handed 7', ; and right-handed 7" _ components of the energy-momentum
tensor are mapped to

T(z) =Y L,z "2  T(2)=Y L,z "2 (8.30)

nez ne”L

respectively. In order to obtain the latter one has to take into account the fact that
T,p are geometrically the intrinsic components of a symmetric two-differential.
For future use we recall that the complex z-plane introduced above, via a stere-
ographic projection, can (and will) be identified with the Riemann sphere, with the
South pole corresponding to the origin and the North pole to the circle at co. It is
clear from the above that these two points are distinct points of the sphere, because
X*# is allowed to have a singularity of arbitrary order there. In accordance with
the mathematical terminology these two points will be referred to as punctures.
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For open strings the world—sheet is an infinite strip. After the same Wick
rotation as above, we map it to the upper half z plane via the map
y = €t+i0
In this case an open string configuration at constant 7 in the strip is mapped to
a semicircle centered at the origin in the upper half plane. A freely propagating

open string is represented in the upper half plane by semi-circles exiting from the
origin with increasing radius. The most general string solution (7.40) becomes

2Tz

ak
o = o '62 | il n
X (Z,Z)—(L’ —wp D|Z|—|—l E —n 5

n#0

(8.31)

It can be represented more economically by means of the holomorphic expression

o
XH(z) = ot —ilPp" Inz + il Z Inn (8.32)
n
n#0

provided we understand that it is inserted on the real axis.



Chapter 9

The BRST quantization

The original sin of old covariant was fixing the gauge by hand. This does not
permit one of the most important ingredients of modern quantization, the Faddeev-
Popov ghosts, to emerge. The third type of quantization we consider is the BRST
quantization, the most accurate method we know of quantizing a theory. We need
to start from the path integral formulation of string theory. The path integral in
question is

7 = / Dh(z,2)DX"(z, z)e X (9.1)

where the action is the transcription of the string action (7.1) in complex coordi-
nates

Sth,X] =T / dzdzVhh? 9,X - 95X (9.2)

Here «, 5 take the values 1,2, corresponding to z, z (the old +,-).

9.1 The Faddeev-Popov procedure

The transformations (7.2,7.3) generate an (infinitesimal) orbit in the space M of
metrics hqg, so that M is foliated by such orbits. The space of orbits is called
the moduli space of metrics. In order to fix the gauge symmetries (7.2,7.3) in the
action (9.2), we need to choose a gauge slice, that is a family of metrics, each
metric corresponding to one single orbit. Fortunately, in the present case, the
moduli space (the moduli space of a sphere or of the upper half plane with two
punctures) is trivial: it reduces to a point. So the slice reduces to the choice of one
metric, the fiducial metric h(z, z). From h(z, z) any metric h(z, z) is generated via
a suitable gauge transformation ((z, z), in symbols h = hS.

125
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The Faddeev-Popov procedure consists in replacing the integration over metrics
by an integration over the symmetry group. Since the action of the symmetry group
spans the whole space of metrics, the only problem is to compute the Jacobian
factor necessary in order to shift in the path integral from the field variables hqg
to the symmetry group variables. This is done as follows. Let us denote by G the
infinitesimal version of the group D o W. Let us consider the following identity

1= /@ Dho(h — h) (9.3)

where O represents the orbit of G, which, in the present case, coincides with M.
Let us represent collectively the variables in § by ¢. As we have already remarked,
any metric h can be written as h¢. We can therefore rewrite the previous identity
as

_ Dhsic i
1—/9'DC,DC5(h h) (9.4)

We shift in this way from integration over metrics to integration over §. The
significant memory of M is contained in the Jacobian factor. Introducing (9.4) in
the path integral we get

Dh

- AC _ 7 7S[B<1X}
pe O —h)e . (9.5)

Z = /DCDhDX“

Next we make the replacement X — X¢ and suppose that this replacement pro-
duces a trivial Jacobian'. Then we notice that S[h¢, X¢] = S[h, X] from the
invariance of the action. Now we can easily integrate over h = h¢,

Dh¢ 7N _—S[h,X]

DhS R
= [pepxe (S5 )| et
IS (Dc) —

There is no dependence left on ¢ in the integrand, and [ D¢ = Vol(G), the volume
of the symmetry group, which is infinite. Since we are interested in amplitudes,
which are always normalized with respect to the functional integral Z, we can
formally drop this infinite factor and write

DhS R
7 = / DX* (D—<> ’C_id ¢ STh:X] (9.6)

IThis is true in D = 26. For D # 26 the Jacobian produces a factor that can be lifted to the
Liouville action.
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It remains for us to write in more explicit form the Jacobian factor. The remarkable
occurrence is that it can be lifted to the exponent and form an additional local
piece of the action. The action of § on the metric is

(WLag = whoéwg - Vafg - Vﬁfa
= (W= Vy§)hag — (Vals + Vgla — hagV4£7) (9.7)

where &, = hwfﬂ. The second piece is a first order differential operator that maps
€%, that is a vector field, to a traceless symmetric tensor. The Jacobian factor is
simply the determinant of this operator. The first piece is a rescaling of the metric,
so its determinant is even simpler. We can write schematically

Dh Dh Dh

D_C = det D_(,,u det ’D_f
however we do not need compute explicitly such determinants. We can do better.
The determinant of a differential operator in a path integral can be lifted to the
exponent by means of anticommuting fields. This can be done as follows. In
the RHS of (9.7) we replace the vector field £* by an anticommuting field ¢® and
the parameter w by an anticommuting field A\. Then we contract the so—obtained

expression at the RHS of (9.7) with another anticommuting field b,3 and write the
(formal) equivalence

2 ‘ N / Dby DDA 3 | 5 Vs [(3=957)fie?-2(Pe) ]
D( ] I¢=id

where (Pc)ag = 1 (Vacs + Vgca — hagV,c?) and a hat means that we are eval-
uating the hatted quantity at the fiducial metric. The dependence on A in the
exponent is linear, we can integrate over it and get the constraint: baﬁil/aﬁ =0,
which means that b is traceless. Since this is a non—dynamical condition we can
replace it into the action and get rid of the corresponding term. Now we are left
with

Dh¢ L razaSTb o Pe)
- — a —+[d z\/;baﬁ<Pc)
< C) ind /Dbaﬁpc e (9.8)

After some simple algebra one gets
Lo\ aB A A
bas (Pe) " = bag h™V, "
In conclusion the functional integral becomes

Z = / DX Dby D e SN2 [ @2 Vb b 98 (9.9)
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From now on it is convenient to choose a definite fiducial metric, the conformal
one:

. ®
hag = 3770(5 (910)

where ¢(z, z) is an arbitrary function; e? is often referred to as the conformal factor.

Conformal tensor calculus

The conformal gauge (9.10) allows us a remarkable notational simplification. Let us set

A e (0 1 . o 5 7
haﬁ = ? <1 0) , 1.€. hzz = hzz = O, hzz = hEz = 5 (911)

Then
ds® = ilagdzadzﬂ = e?dzdz

We remark that under a holomorphic transformation z — f(2), we have e® — |f'(z)|%e?,
so that the gauge is preserved. Lowering and raising of the indices take the following
form. Let V,, be the intrinsic component of a 1-differential:

. ¢ ¢
Vo= hagV®, V.= %VZ, V.=Sve
Covariant derivatives take a simplified form. Let us consider @QVB = 0.V3 — f‘zﬂvﬁy.

It si easy to prove that the only non-trivial components of the Christoffel symbols f‘l P
are

I, = 0.0, 2, =8:0 (9.12)

Using this result the following formulas for the components of an n-th order symmetric
tensor V are easy to prove

ﬁszz...z = (az - nang)‘/zz...z
Vezz = 82‘/,22...,2
VEEer — (az + naz¢)vzzz
@szz...z — 85VZZ"'Z

Moreover we can derive a useful formula

[Via vzﬂ/zzz = —4n e¢ R(2)sz27 R(Q) = 467¢8282¢ (913)

where R(?) is the scalar curvature of the conformal metric.
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9.2 The BRST symmetry

Using the just introduced notation we can rewrite (recall that b,; = 0)
baﬁ 307@705 = bzzﬁzcz + bgg@zcz = 267(;5 (bzzagcz + bggazcg)
So, finally, (9.9) becomes

Z = / DX DbysDe ¢ ShXI= 7 [ @o(0:bzz 7 0:b) (9.14)

The anticommuting vector field ¢* and traceless symmetric tensor field b, are the
well-known Fadeedv-Popov (FP) ghost and antighost fields, respectively.
From the previous derivation we can deduce the ghost gauge-unfixed action:

1
Sgn = = / d* 2V hh*P IV Wb, (9.15)
v
Taking the variation with respect to the metric we can derive the ghost energy
momentum tensor. After gauge fixing the two holomorphic and antiholomorphic
components are (the trace is 0):

T = ¢0.b.. + 2 (9.¢7) b (9.16)
TY = 9.bs; +2 (0=¢%) bzs (9.17)

9.2.1 The BRST transformations

In the BRST quantization the original gauge symmetry is lost, because of the gauge
fixing. But it is replaced by a new field-dependent invariance, the BRST symmetry,
which has the remarkable property of being represented by idempotent transforma-
tions. The BRST trasformations (denoted s) are obtained from the original gauge
transformations by replacing the gauge parameters with corresponding ghost and
anti-ghost fields. The transformation of the latter is determined in such a way as
to close over an idempotent algebra. Proceeding in this way from (7.2) we find

SXH = 0 X" = PO, X" + FO, X" (9.18)

The s—transformation of the ghost field in gauge theories is dictated by the Maurer-
Cartan equation on the gauge group. In the present case we have

s¢® = 0,7, s¢* = c"0," (9.19)

Finally, the transformation of the antighost field is defined in such a way that the
transformation algebra be idempotent. In our case we have

1 1

7T she = 5T (9.20)

szz: zzg_z
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T.. and T;; being the components of the total e.m. tensor (matter+ghosts). For
instance

1
T.. =T 4+ 0*T9 = —50:X - 0.X + ? (c0.b., — 2b..0.c) (9.21)

It is not hard to prove that for the above transformations s*> = 0 and that the
quantum action

S=T / d*z [0.X - 0:X + 20° (7 0,bsz + 7 0:b..)] (9.22)

is invariant under them.
Naturally there is a conserved current corresponding to the BRST symmetry,
the BRST current, whose components are

1
JB = ¢ (T;j” + §T§§>> + 30%¢,

_ 1 -
JE = & (T;§> + §T;g)) + 302 (9.23)

The corresponding charges are defined by

1
Q:=-— ¢pdzJ? (9.24)
271
Via the symplectic structure of the theory these charges generate the BRST trans-
formations.

9.3 b-c systems

The FP ghost fields ¢ and b (geometrically, a vector field and a traceless symmetric
2-tensor) are an example of b-c system. The action of an integral order b-¢ system
is

1 o
Sbe = — / Pz (F0,bs ; + 2 0Lh,. ) (9.25)

(e

The number X of indices in b, is called the order or weight of the b-c¢ system. We
will denote it by A(b) = A. The number of indices of ¢*~* is A — 1 and its order or
weight is h(c) = 1 — A. The holomorphic e.m. tensor is

T = —\b, 0.6 + (1= \)Dobs . ™ (9.26)

zz

A similar expression holds for the antiholomorphic component.
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The equations of motion are

Ozbz.2 =0, 0% =0
azbzz = 07 azci...z =0
The case of the FP ghosts for the bosonic string corresponds to A = 2. For

simplicity we will continue with them for the case of closed string theory. The
equation of motion simply means that we can expand the b-c fields as follows

= Z cnz " & = Z Enz " (9.27)

ne”L nez
boe =3 buz "2 b= b,z (9.28)
neL nel

Notice the +1 and -2 addends in the exponents of z, Z, which are the opposite of the
relevant field weights. They are added in accord with the conformal transformation
properties of the b-c fields (see next chapter).

Using the symplectic structure

b..(2), c‘z(z’)]Jr = 2mi §(z, z'), [bz:(2), (:2(2’)]+ = 2mi d(z, Z'), (9.29)
we can extract the canonical anticommutation relations:

[ b ] :5n+m,0> [Cna ] 0
[Cnag ] - 5n+m,07 [Cnacm] O

I
F

ns Om) (9.30)
13

—

For the open strings we have only one set of bosonic oscillators b,, and ¢, and
the canonical commutators are given by the first line of (9.30).
In the quantum theory ¢, b,, ¢,, ¢, obey the hermitean conjugation properties:

c=c_,, bl =b_,, & =c_,, b =b_, (9.31)

n n

The ghost vacuum is a rather complex object and will be discussed in detail further
on. For the time being suffice it to give the following definitions

cn]0), =0, n> 2, bn|0)y =0, n>-—1 (9.32)

which define simultaneously the annihilation operators. This allows us to define
normal ordering.
We can now introduce the normal ordered generators for the Virasoro algebra

LY = (n—k): burcy : (9.33)

kEZ
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for the open string case. They obey the Lie algebra brackets

13
(LG, L] = (m = m) Lyl = = (m® = ) (9.34)

For the closed string case we have two copies both of (9.33) and (9.34), one for
each sector.
From (9.34) we conclude that the central charge of the weight 2 b-c¢ system is
(bc) — —926
c .
In terms of the Virasoro generators the (holomorphic) BRST charge @ is given
by

1
Q=>: (Lﬁj“ + §ng> — a(sn,o) Cp (9.35)

neL

where a is the usual constant which comes from reordering Ly. Now, setting a = 1,
one can compute

1 1
Q= 2 {Q,Q} = ) Z t ([Lim, Ln] = (m = n) Lngm) €t : (9.36)
Here L, = L) + LY are the total Virasoro generators. Putting together (8.8)
and (9.34) we get
D —26
[Lpn, L] = (m — 1)Ly + 5 (m® — m)Snimo (9.37)

Therefore @) is nilpotent only when D = 26. Moreover, using the Hermitean
conjugation properties of ¢, and L,, one can easily prove that () is hermitean

Q'=Q (9.38)

One can show that

In the closed string case we have the same properties also for the antiholomor-
phic charge Q.

The open string ghost Fock space will be generated by acting on the vacuum
with the b and ¢ creation operators. The most general Fock space state will be
generated by applying to the vacuum both ghost and matter creation operators.
Any such state will be characterized by the ghost number. The latter will be
determined by assigning to each ¢ creation operator acting on the vacuum the
ghost number 1 and to each b creation operator the ghost number —1, and taking
the sum. Extension to closed string is obvious.

One final comment is in order. Deriving (9.34,9.36) requires a sizable amount
of algebra. We will describe later on a much simpler and elegant method, based on
OPE, by which all these and many other results can be obtained with remarkably
less effort.
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9.3.1 Generalized b-c system

We have introduced above the action and e.m. tensor of a generalized b-c system
of weight h(b) = A. The generalization of the previous definitions and properties
are straightforward. For instance the Virasoro generators are

L= Y00 ) et 0.0
kezZ

They satisfy Virasoro algebra with central charge
N = —2(6X% =61+ 1) (9.41)

So far we have considered b-c systems with integral weight, but the weight can also
be a half-integer. In the latter case eq.(9.41) remains the same.

9.4 BRST analysis of the string spectrum

The BRST quantization allows us to formulate in a mathematically elegant way
the physicality conditions on the string spectrum. For definiteness let us concen-
trate from now on in this chapter on the open string theory. The existence of the
nilpotent operator () acting on the Fock space states, suggests the use of cohomol-
ogy. This is in fact the right mathematical tool in this context. As it turns out
physical states will correspond to cohomology classes. States that do not belong
to any such class are not physical.

9.4.1 The BRST cohomology

The nilpotent operator () defines a cohomology problem. () is a coboundary oper-
ator acting on the Fock space (the differential space or space of cochains). States
closed under the action of @, i.e states |¢) such that Q|¢) = 0 form the space of
cocycles. States which are exact, i.e. states |¢) such that |p) = Q|x), for some
other state |x), are coboundaries. They are also called spurious states because they
have vanishing norm, for

(XIQTQlx) = (x|Q*[x) =0

due to the hermiticity and nilpotency of (). Cocycles are defined up to cobound-
aries. Therefore cocycles split into classes, the cohomology classes. The cohomol-
ogy classes form a vector space, also called the cohomology group. Let us denote
by Heosea the space of cocycles, by Hexact the space of coboundaries, the physical
Hilbert (states with positive norm) identifies with the cohomology group

Hclosed o kerQ
Hexact B IHlQ

thys =
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Let us apply this abstract scheme to analyze the open string spectrum. To start
with we have to discuss the ghost vacuum. The fittest ghost vacuum to study the
perturbative string spectrum is not the one we have introduced above, |0),, but
the one discussed hereafter.

The | |) ghost vacuum

We define the ‘down’ vacuum | |) as
[4) = al0) (9.42)
It follows that
cnld) =0, n>0, and byl L) =0, n>0
It is easy to see that
LY} =0, n>0
One can also introduce the ‘up’ vacuum
[ 1) =col 1) (9.43)
so that
| T) =0, n>0, and bo|Ty =0, n>0
| }) and |1) form a doublet representation of the algebra
[co, bo], =1

The hermitean conjugate vacuum of ||) will be denoted (] |. We will show later
on that consistency requires

(Heold) =1 (9.44)

The classification of the Fock space states will be based from now on on the | )
vacuum.

9.4.2 Connection with OCQ

As a first step we will establish the link with the old covariant quantization. The
vacuum is the tensor product of the matter and ghost vacuum: |0,])) =(0) ® | }).
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Let us see the action of () on it. We get

cM¢>=§:a(-“+5@—%Qmw

n>0
1
+2 (szx) + §L£Lg)) ¢-n|0, 1)
n<0
= (267 =1)10,4) = —col0, ) (9.45)

Similarly, to any matter state |¢, k) of the OCQ we associate
0. k) — ¢, k) = |8, k) @ []). (9.46)

Then we notice that
LYP|¢,k, 1) =0, n>0

Thus, if |¢, k) happens to satisfy the physicality conditions, since ¢,| ) = 0 for
n > 0, we have

Qlo, k1) =0 (9.47)

that is, |¢, k, ) is closed.
On the other hand, if a state ¢, k,]) = |¢,k) ® |0,]), where |, k) is a pure
matter state, is annihilated by @, then since ¢,| ) = 0 for n > 0, we must have

C_p (L(X) - 6n,0) ‘QS? k?i) = 07 n 2 0

n

But these are precisely the physicality conditions of the OCQ. Thus, under the
correspondence (9.46), to any physical state in the OCQ there corresponds a closed
state (which identifies a cohomology class) and to any closed state with the same
form as the RHS of (9.46) there corresponds a physical state in the OCQ.

9.5 String theory and conformal field theory

String theory is a particular two-dimensional conformal field theory. It is a gauge
theory. Its total central charge (matter+ghost) must vanish. It is nevertheless a
conformal field theory and we are entitled to apply to it the formalism introduced
above.

The total holomorphic energy-momentum tensor was given in eq.(9.21). Set-
ting, for simplicity, in this section, ¢ = 1, we rewrite it here in simplified form

T(z) = —%aX -0X 4+¢c0b—2b0c (9.48)
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The (holomorphic) propagators are as follows:

(XH()X* () = In(z—w),  {e(=)b(w)) = (b(=)e(w)) = —— (9.49)

zZ—w
Using these and the Wick theorem for normal products, one easily finds
1
T(z) X(w) = Op X (W) + ...

Z—Ww

T(2) 0 X () = 1 0,X (1) + —

Z_ﬂj@iX(w)#—...
T(z)c(w) = nE _1w)2 + Z_lwﬁwc(w)+...
2 1

(z—w)? z—-w

T(z)b(w) = Owb(w) + ...

where ellipses denote regular terms. Thus 0X, ¢, b are primary fields of weight 1,-1

and 2, respectively. X is not itself a primary field. It is sometime said that it has

logarthmic weight, because, as will be seen, exponentials of X have finite weight.
The BRST transformation of a generic field A(z) is given by the general formula

(let us set Q = Q. and JP = JB)

SA(2) = [Q, A(2)] = % 7{ dw JP(2) A(z) (9.50)
The relavant OPE are
JB(2) X (w) = z—lw c(w) 0 X (w) + ...
JB(2) c(w) = . _1 " c(w) Opc(w) +
B S w 1 c(w) b(w 3
J (Z)b(U))— z—wT( )+ (Z—’UJ)2 ( )b< )+ (Z_w)g t.

Inserting these into the RHS of (9.50) one recovers the (holomorphic) BRST trans-
formations (9.18,9.19,9.20).

Another application of the CFT formalism is the computation of the critical
dimension. Since () = # $ dzJB(z), in order to compute the square of ) we can
proceed by computing first the OPE of J? with itself. The result is

JB(2)JB(w) = —%c@c(w) — ﬁcazc(w)
D-2%
—mc{? c(w) + Reg (9.51)

Integrating first with respect to z the regular terms and the first two terms in the
RHS drop out. The third term gives a non-trivial contribution, which vanishes if
and only if D = 26.
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9.5.1 The b-c ghost vacuum

We recall the mode-expansion for the (holomorphic outside the origin and oo) b

and c fields:
c(z) = Z cpz " b(z) = Z bpz "2

nez neL

We require them to be regular at the origin when applied to the vacuum, which
implies that

cnl0)y =0, n>2, b,|0)y =0, n>-1 (9.52)
This fixes the state-operator correspondence

c(0)[0)g = c1|0)g = [ 1), b(0)[0)g = b-2[0)g

We recall that ¢(z) and b(z) are ghost fields that geometrically correspond to a
vector field and a quadratic differential, respectively. This dictates the transfor-
mation rules when we change coordinate system, in particular in the definition of
the dual vacuum. From the conformal transformation property of the ¢ field we
get that

o1

w) = e(2)
must be regular at w = 0. The mode expansion near this point is

c(w) = Z Epw "

nez

Equating the expansion in z and w at regular points we find that ¢, = (—1)""tc_,.
Moreover

A0lé, =0, n>1,
This implies

A0le, =0, n<—1, (9.53)
Similarly one can prove that

A0lb, =0, n<2, (9.54)

The definitions (9.52,9.53,9.54) imply, in particular, that the only non-contradictory
position about the inner product of the ghost vacuum with itself is, up to normal-
ization,

g<0’0716001‘0>g =1 (955)
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Any other choice contradicts the algebra (9.30).

The oscillators ¢_q, ¢y, ¢1 correspond to the zero modes of the operator 0. This
means that the field co(z) = c_1 + oz + ¢12? satisfies the equation dscy(z) = 0,
and the transformed field ¢ (w) = ¢_1 + ¢ow + ¢iw? under the map z — w = —1,
satisfies Oz¢o(w) = 0 (in other words the property of being a zero mode is a global
property). This is strictly connected with the property (9.55), as will be seen later
on.

Let us define
A0] =4 (0]c_1coc1

It is clear that when computing correlators involving ghost fields the adjoint vac-
uum must be ,40|. For instance, for the ghost propagator we have

(c(2)b(w)) = f0lc(z)b(w)]|0),,  for |z| > |w]
- Z 9<(~)|Cnbm’0>gz*”+1w*m72

n>1m<—1
- X)L
N z W oz —w
n>1
A similar expression is obtained for |z| < |w], so, finally, the ghost propagator is
(e(2)b(w)) = — (9.56)
c(z)b(w)) = .
z2—w

We record also the following amplitude, which turns out to be important in
string amplitudes:

A0lc(z1)c(z2)c(23)[0)g = ((0]co(z1)co(22)c0(23)[0)g
= (21 — 29)(23 — 21)(22 — 23) (9.57)

where co(z) represents the zero mode part of ¢(z). (9.57) follows immediately from
(9.55).

9.5.2 State-operator correspondence in string theory

The state-operator correspondence in string theory can be made very explicit by
the use of vertex operators. The vertex operators corresponding to the first states
of the open string spectrum are as follows. The tachyon state is generated by

Vilk,z) =: X" VK, 0)[0) = |0)et (9.58)



9.5. STRING THEORY AND CONFORMAL FIELD THEORY 139

with k2 = 2, where z is understood to be a point of the real axis in the UHP. The
massless vector state is generated by

dX*(z) otk X" (2)

7 o Va(k €, 0)]0) = Guat,y0)e™ (9.59)

Valk,(,2)=1i:(,

where k? = 0,k-¢ = 0. The normal ordered exponential in (9.58) has to be
understood as

j r k- k- — kan ,—n _ k-an ,—n
:ezkuX (2) . ezkxezkplnze Y on<o T2z e Dm0 oz (960)

Then the second equation in (9.58) follows immediately. In the same way one gets
the second relation in (9.59).
One can easily prove that if |z;| < |z,

kj-an _—n kj'a’m —m

ki-am _ ko —
e om0 s T Bme0 T = eT om<0 % o om0 2 Rk In = (9 61)

and

eiki-plnzi eikj'x —

6ikj'1‘ eiki'plnzi ek?i'kj lnzi (962)
Using these relations one can easily get

(O[Vi(k1, 21) - Vi(kn, 2)[0) = [ J (20 = 25)" (0]e"hrot--Fne|0) (9.63)

1<j

Inserting 5= § dz & = p# in (0[e’F1o+-+=)|0) from the left, using that it anni-
hilates the vacuum and commuting it to the right, one finds

So, finally,

n

(O[Vi(kr, 21) - Vilkn, 20))0) = [ [ (20 = 2)"% 60> " k) (9.65)

i<j i=1

There is no need to stress the similarity of all this with Coulomb gas approach
in section 2.5. The only difference is that in the present case there is no background
charge and the final result is obtained via the oscillator algebra (but it could have
been obtained as well by means of the Wick theorem with the propagators (9.49)).
The formalism is clearly the same.
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9.5.3 Open string amplitudes

In string theory the points of the real axis in the UHP where the vertex operators
are inserted are non-physical and they have to be integrated over. Therefore, for
instance, the tachyon amplitudes are

Ay, .. ky) = g0~ /Hdzz Zio1— %) H<Zl zj)hiki (9.66)

1<j

where g, is the open string coupling and € is the step function. This amplitude is
infinite. The reason is that the integral is invariant under the fractional transfor-
mations

az+b
%

d—bc=1 .
ot d a c (9.67)

Using the fact that k? = 2, one can easily prove that the transformation of the
integrand compensates for the transformation of the measure. Therefore the in-
tegral is infinite because the symmetry group is noncompact. This is similar to
the problem of fixing the gauge in the Polyakov action. One can do it by fixing
three points out of the n z;, say 24 = 29, 25 = 2% and 2¢ = z2. The price to pay
is to introduce the Jacobian of the transformation between these points and the
group parameters. The Jacobian is precisely (9.57), the 3-point amplitudes of the
c ghost. After getting rid of a multiplicative infinite factor (the group volume), the
amplitude becomes

‘A(klv"‘vkn) = gn_2(ZA _Z,%)<ZB _Z%)(ZC _Zg)

/ T a0 — ) [[— =)™ (068)

1=1,i#A,B,C 1<j

The Veneziano amplitude is the four-point tachyon amplitude obtained in this
way. One sets 24 = 00,2% =1, 23 = 2z and z& = 0. The result is:

Aky, ko, ks, ky) = gg/dzg 272 (1 = z) et (9.69)

where s = — (k1 + ko)?, t = — (ko + k3)*.
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Appendix C. The Nambu-Goto action

This Appendix is devoted to the Nambu-Goto action. One can derive it by putting partially
on shell the Polyakov action (7.1). Defining Aqg = 0o X*03X"n,, and A = |det Anpl, eq.(7.7)
becomes

1
Aup = ih(xﬁhW‘SA.y(;
whose determinant is A = det A = +h (7P A,5)°. Therefore

1
5 / d?oVhh*P A, = / d?oVA (9.70)
> >

drdov/A is the inverse image of the area element spanned by the string in the target spacetime.
—

To see this let us make a Wick rotation in M and introduce the compact notation X to represents

{X*}. The image (push—forwarad) of an infinitesimal vector in the o direction is given by X'* agﬂ

and the analogous for 7 is X 5o, where a dot denotes a derivative with respect to 7 and a prime
a derivative with respect to 0. The area element spanned by the two vectors is given by the

- =/ - =/ - =/
modulus of their exterior product XA X . Now |XA X | = |X]|| X |sinf, where 6 is the angle
. -2
=

= —/ =S /2 EAVANR
between X and X . It follows that [ XA X =X X - (X- X) . Then

2

2202 EANIVANS H R
VA = (X X - (X~X> ) =|XAX |
which shows that the area element spanned by the string in spacetime is given by v/A.
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Appendix D. Examples of classical strings

Let the spacetime be 3-dimensional, D = 3, and set

t(r,0) = X°%(r,0) =2RT (9.71)
z(1,0) = X' (1,0) = R cos 20 cos 2T

y(r,0) = X*(1,0) = R sin20 cos 21

where R is a constant length. It is easy to verify that these expressions satisfy both the equation
of motion and the constraints. Moreover they are periodic in ¢ with period 7w. Therefore they
represent a closed string. It is a pulsating string, a circle in the (z,y) plane with a radius varying
periodically from a minimum = 0 to a maximum = R.

Next let us consider, in the same spacetime,

t(r,o) =Ar, x(r,0) = A cosT cosa, y(1,0) = AsinT coso (9.72)

where A is a constant length. This represents a bar of length 2A rotating about its center of mass
located at the origin in the (z,y) plane with constant angular velocity (rigid rotor). It is easy to
verify that (9.72) satisfy the equation of motion and the constraints. Moreover they satisfy the
Neumann boundary conditions for open strings.

In the case of the pulsating closed string the total energy is

E=P°=T | doi=2nRT
0

Therefore T' = % is the energy per unit length of the string at its maximal extension.

In the case of the open string as a rigid rotor the total energy is E = mAT. On the other
hand the total angular momentum is

T ™ E2
J =M™ = /O do M2 = T/U do (iy — yz) = gTA2 =z (9.73)

This string configuration maximizes the total angular momentum per unit energy. The ratio

, total angular momentum 1
o = = (9.74)
squared energy 27T

is known as the Regge slope. We often use o’ instead of T

1
T —
2o




Part 1V

CFT and related subjects
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Chapter 10

Conserved, traceless correlators
and anomalies

Correlators that contains insertion of a conserved current or of the energy-momentum
tensor are expected to be conserved in any covariant theory. If the theory is confor-
mal invariant the correlators that contain the e.m. tensor should also be traceless.
There may however be anomalies. Appearance of anomalies is signaled by the
violation of the relevant WI's by contact terms. In this chapter we would like to
illustrate the emergence of trace and diffeomorphisms anomalies. What highlights
this phenomenon is the coupling of the current to an external gauge field and of
the e.m. tensor to a metric.

Contact terms: actions and anomalies

In quantum field theories there are two types of contact terms. The first type
appear in correlators of currents and/or e.m. tensors (for instance, the third line
of (5.58)). The second type appear in correlators involving the divergence of a
current or the e.m. tensor, or the trace of the latter. In momentum space they
are, in both cases, polynomials of the (external) momenta, so that in configuration
space both types have a completely local structure, containing only delta functions
and derivatives of delta functions (and no other local functions). But there is a
fundamental difference between the two.

e type I. In configuration space they can be integrated to yield action terms
(see, for instance, (5.59)). They satisfy the relevant Ward indenties.

e type II. They are similar to type I, but they break some Ward indentity,
and, once integrated over spacetime, they yield local anomalies (gauge, Weyl
and /or diffeomorphisms anomalies). Although they break a Ward identity,
they satisfy a sort of second order Ward identity, the consistency condition.

145
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In most cases they originate from the regularization of bare correlators at
singular points.

Examples of type II will be shown presently.

10.1 Ward Identities for currents and e.m. ten-
SOrSs

Suppose we wish to describe correlators of a non-Abelian current J, which is
classically covariantly conserved:

(DJ)* = (9"5° + feA™)J" =0 (10.1)

where D% = 9,0 + f®A¢ is the covariant gauge derivative. The generating
functional of the connected Green functions is given by

WA = W[O] (10.2)

* Z n! /H Az A () A () (0| T T8 () - Jgm ()] 0)

The full one-loop one-point function of J; in the presence of the source A* is

300 = gy = Doy f Tt oo
x (O] T J5(x) I (1) .. T (2,)]0) - (10.3)

Assuming invariance of (10.2) under the trasformation A% = 9,\* 4 f**° AL\ we
get the full 1-loop conservation

(Dl Ju(2)))* = (T (@) + feA (2) (J*())) = 0 (10.4)

This splits into infinite many equations for correlators of different orders, which
are obtained by subsequently differentiating (10.4) with respect to A. The simplest
ones are obtained by differentiating once and twice with respect to the gauge field.
0301 J () T, (y)0) = 0 (10.5)
0L (01T 75 () T, (y) J5(2)10) (10.6)
=i f*8(x = y)(O|TJ; (2)|0) J5(2)[0) + f(x — 2)(0| T J5 («)[0) ], ()0)

\_/\_/

We can do the same for correlators of the e.m. tensor, with some minor but
significant changes. First we couple the e.m. tensor to an external symmetric
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tensor h,, (to be interpreted as the metric fluctuation g,, = 1. + hy) via an
action term

—% /ddx Y (2)T,, () (10.7)

to be added to the (scalar, fermion,...) free field theory. In covariant theories
like (4.15), (4.16) and (4.21) such coupling is already included in the action. As
we have seen, in such cases the relevant classical covariant conservation law for
diffeomorphisms is

VAT, (z) = 0 (10.8)

The generating functional W[h] of the connected Green functions is (5.2) from
which one can derive the full one-loop one-point function of 7,

<<Tw(ar)>> (10.9)

n+

1
_Z 2nnl /I_IdxZ R () (O T T (%) Ty (1) - - - Tyt (#0)10)

Assuming invariance of Wh] under the diffeomorphism dg,, = V,.& + V.,
one can immediately derive the full one-loop conservation law

V(T =0 (10.10)

As above, this splits into infinite many equations for correlators of different order,
which are obtained by differentiating the appropriate number of times with respect
to h. The two lowest ones are

02O T Ty ()T 1) [0) = 0 (10.11)
and
08 0T Ty () Top () i (2)0) (10.12)
— {255 e - 0T Ty ()T )10

42555 52— )OI Ty () Top (2)0)]

aiT (5(1‘ - Z)naﬁ <O‘TTTV(x)TAp(y)|O> - 827—5(1. - y)n)\p<O’TTTV($)Ta6(Z)|O>

4 il = T T Taa @l0) + 580~ DO T Tas)0) |

In these equations we use the time-ordering symbol 7. In a Euclidean theory this
should be replaced by the radial ordering symbol R.
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In a similar way we can proceed for the Weyl symmetry 0g,,(z) = 2w(z)g,. (),
to obtain the traceless WI for the full one-loop one-point

(10 (@) = g" (@) (T (2))) = 0 (10.13)

Differentiating as above we obtain WI’s for correlators of different order. Assuming
that the vacumm expectation value of 7, (x) vanishes, the two lowest order WI’s
are

(O|TT} (x)T,(y)|0) = 0 (10.14)
and

OITT () Trp(y)Tap(2)]0) = i (6(z — y) + 6(x — 2)) (O[T Txo(y) Tas(2)|0)
(10.15)
A comment is in order concerning the terms that appear in the RHS of (10.12)
and (10.15). This terms are delta functions or derivatives thereof multiplying 2-

point functions of the em tensor. Since the latter are generically non-local, it is
natural to call such terms semi-local.

10.2 Anomalies

The classical conservation laws (10.4,10.10) and (10.13) may all be violated in a
quantum theory by anomalies:

e gauge anomalies,

(Du((Ju(x))* = X (2)W[A] = A*[A] (), (10.16)
where
g bc oAb g
Xa(.CC) = aum + fa A#(SL') 5AC (;L’)’ (1017)

e diffeomorphisms anomalies,

vwn»zvﬁjkywmz&mw» (10.18)

e trace anomalies,

W) = ~Tlg)(x). (10.19)
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The minus sign in (10.16) and (10.18) is to keep track of the partial integration
which is necessary in order to write the WI in that form.

To avoid a proliferation of symbols from now on we will denote in the same way
the variation of a field and the corresponding functional operator

SyAY = d\* + fUeAPNe 5y = / dx 05 A"(z) 5 A(;( 7= / dax \(z)X*(x)
“(x
Y
Oegu = V& + V,.E,, 5:/daz5 T 10.20
€9 n &u 3 9 3G (@) ( )
J

50.1 v = Wluv, 5w:/dx5w ve N

gu gu gu (Sgu,,(af)

Using this and integrating over spacetime both sides of (10.16,10.18) and (10.19)
multiplied by their respective gauge parameters \*(z),£#(z) and w(x), we obtain
the integrated anomalous WI’s:

SWIA = Ay, Ay = / die \JgA () A°[A) () (10.21)
Wl =Ae. A= [ d' G 04[] @) (10.22)
dWlg] =T, T, = /dda: Vow(z)Tg](x) (10.23)

Anomalies must satisfy consistency conditions which comes from the group
theoretical nature of the symmetry they violate. Stated more precisely, we can
operate another transformation (say X', &', w’) on both sides of (10.21,10.22,10.23),
and we can repeat the transformations in reverse order: then the way the RHS’s
of these equations are related under such reversing is dictated by the formal rules
of the LHS’s. For instance for gauge anomalies

O Ar, = 0xAxy = Apy ) (10.24)

and likewise for the other cocycles. If the group is Abelian the RHS vanishes.
This is the case for Weyl transformations (which are Abelian). There is an elegant
way to express these otherwise very complicated relations by promoting the gauge
parameters to anticommuting fields (or ghost) and endowing them with their own
transformation property. If we assume

el = €70, ", SN = Y0, )\, dew = €O w, (10.25)
S\EF =0, A= —f"NN Gw =0, (10.26)
0,E" =0,  6,A =0,  d,w=0, (10.27)
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one can easily verify that
(6 + 0\ +6,)> =0 (10.28)

by applying the LHS to any field in the game. This means 0 + 0y + d, is a
coboundary operator and defines a cohomology problem. It follows that

(63 + 0 + 0,) (Ax + Ag + T,) = 0, (10.29)

i.e. the anomaly is a cocycle of d¢ +0) +0,. Eq.(10.29) is also called (Wess-Zumino)
consistency condition. The LHS is bilinear in the various ghost fields. Thus (10.29)
splits into separate homogeneous consistency conditions. The most relevant for us
are

5y Ay =0 (10.30)
Sehe =0, 0, Ac+ 0T, =0,  6,T,=0 (10.31)

10.3 Cohomological analysis of anomalies

In quantum field theory anomalies are met when regularizing the logarithmic d
ivergent parts of the relevant WIs, an operation which gives rise to local expres-
sions. Very often the approach is perturbative, most of the times by means of
Feynman diagrams. Perturbative calculations are usually very handy at the low-
est order of approximation, but they become soon unprac- tical if one wants to
proceed to the next orders. It is therefore of tremendous help to know in advance
the form anomalies can take, so that knowing the first order can already identify
them. This is provided by the cohomological analysis. The first advantage of the
cohomological analysis is that, given the sym- metries of a theory, it provides a
classification of its possible anomalies. For the sake of simplicity let us consider
two such symmetries, which we shall refer to as R and S (for instance vector and
axial gauge transformations, or diffeomorphisms and Weyl transformations). Let
0R and &S be the corre- sponding coboundary operators. They are functional
differential operators linear in the relevant ghost fields, and satisfy

(6r +05)> =0 (10.32)
which splits into
6 =0 62=0, Ords+0s0r=0 (10.33)
A cocycle of dr + d5 is the sum of two integrated local expressions Ar and Ag

<5R—|—(55)W: Ar+ Ag (10.34)
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Therefore
(0r +0s5) (Ar+Ag) =0 (10.35)
This equation split into three distinct ones
0rAR =0, d0sAr + 0rAg =0, 0sAg =0 (10.36)

Focusing on Ag, we are faced with two possibilities. Either it is a non-trivial
R-cocycle or it is an R-coboundary. In the latter case Ag = 6rC, where C is a local
expression of the fields excluding ghosts. Then we can redefine W — W' =W —C,
so that

W' = AR =0 (10.37)
55W’ = AS - 556 = AtS‘ (1038)

We have, of course,
dsAs =0 (10.39)

and, using the middle equation in eq.(10.36)
0=05Ar+0rAg =0pAg + 650rC = OR (AS — 556) = (SRAfg (10.40)

This means that the cocycle Al is R-invariant. It might happen instead that Ag
is an S-coboundary, i.e. Ag = deltasC’. We could repeat the previous steps and
come to the conclusion that Ay = 0 and A’; is S-invariant. One further possibility
is that, simultaneously Apg is an R-coboundary and Ag is an S-coboundary. We
get A%y = 0 and Ay = 0 provided the counterterms satisfy the condition

050rC + (53556/ =0 (10.41)

which is verified, for instance, if C = C’ or if C is S-invariant and |" is R- invariant,
but not in general. L.e. the fact that Ar and Ag are separately trivial, does not
necessarily imply that the sum iAr + Ag is a coboundary of the cohomology of
O0r + dg. One last possibility is that neither Ay is an R-coboundary nor Ag is an
S-coboundary.

10.4 Construction of non-trivial cocycles

As already pointed out it is important to know in advance explicit expressions of
non-trivial cocycles, i.e. of local expressions that satisfy the relevant consistency
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conditions and cannot be absorbed into a redefinition of the effec- tive action. Solv-
ing in general the consistency conditions is not an easy task, and has been done so
far only in a few particular cases. But it is perhaps not such an important problem.
From a physical point of view there is an obvious hierarchy: if a gauge theory has
(non-trivial) chiral gauge anomalies satisfying the Wess-Zumino consistency condi-
tions it is a doomed theory, and it does not make much sense to search for possible
anomalies of other (if any) classical symmetries of the theory; the same can be said
for diffeomorphism anomalies in theories coupled to gravity: if diffeomorphisms
are irremediably anomalous the theory is inconsistent and it does not make sense
to look for, say, Weyl anomalies. Therefore the foremost cases to be considered
are the chiral gauge anomalies and the diffeomorphism anomalies. The method to
produce the corresponding cocycles is, in principle, very simple: one writes down
all the possible 1-cochains, i.e. local expressions of the fields involved together with
their derivatives, linear in the appropriate ghost field and of the right canonical
dimensions; then one applies to them the coboundary operator and determines
the combinations that satsify the consistency conditions (cocy- cles); finally one
writes down all the O-cochains, i.e. local expressions without ghosts, applies to
them the coboundary operator and identifies the cocycles that are coboundaries.
The trouble is that this method is far from efficient, especially when we deal with
diffeomorphisms or with larger dimensions. For- tunately a most welcome short-
cut in the case of gauge and diffeomorphisms anomalies is provided by a general
formula due to S. S. Chern. This is the first and, probably, most important case
in which we have compact formulas for non-trivial cocycles. Another important
instance is when one can use (gauge or diffeomorphism) covariance in order to
construct cocycles for another symmetry, for instance Weyl cocycles. We are going
to illustrate these two cases in turn.

10.4.1 The Chern formula and descent equations

Let us consider a generic gauge theory, with connection AjT“ , valued in a Lie
algebra g with anti-hermitean generators T¢ , such that [T%,T°] = f®°T° . In the
following it is convenient to use the more compact form notation and represent the
connection as a one-form A = AfTdx", so that the gauge transformation becomes

SHA =d)+[A, )N (10.42)

with A(z) = A%(z)T“ and d = da#52;. As explained above the mathematical prob-
lem is better formulated if we promote the gauge parameter A to an anticommuting
ghost field ¢ = ¢*T" and define the BRST transform as

1
sA =dc+[A, ], sc = —5[0, ‘] (10.43)
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The operation s is nilpotent. We represent with the same symbol s the correspond-
ing functional operator, i.e.

s= [ d sA“(a:)%jLsca(x)% (10.44)
(z) (z)

To construct the descent equations we start from a symmetric polynomial in the
Lie algebra of order n, P, (T, ..., 7% ), invariant under the adjoint transformations
(see Appendix B):

Po([X, T™), ..., T™) + ...+ Po(T™, ..., [X, T]) = 0 (10.45)

for any element X of g. In many cases these polynomials are symmetric traces of
the generators in the corresponding representation

P, (T, ..., T*™) = Str(T*...T"") (10.46)
(Str denotes the symmetric trace). With this one can construct the 2n-form
Ao, (A) = P,(F,F,...F) (10.47)

where F = dA + [A, A]. Tt is easy to prove that
1
P,(F,F,...F)=d (n/ dt Pn(A,Ft,...,Ft)) =dAY (A)  (10.48)
0

where we have introduced the symbols A; = tA and its curvature F;, = dA; +
%[At,At], where 0 < ¢t < 1. In the above expressions the product of forms is
understood to be the exterior product. It is important to recall that to prove
eq.(10.48) one uses in an essential way the symmetry of P, and the graded com-
muntativity of the exterior product of forms. Eq.(10.48) is the first of a sequence
of equations that can be proven

Asn(A) —dAS) (A) =0 (10.49)
AL ((A) —dAL) (A ¢) =0 (10.50)
SAS"B—Z(‘Aa C) - dAgi)—?)(Aa C) = 0 (1051>
ATV (e) =0 (10.52)

All the expressions A,(gp )(A, ¢) are polynomials of d,c and A. The lower index k
is the form order and the upper one jp is the ghost number, i.e. the number of
¢ factors. The last polynomial A(()anl (c) is a O-form and clearly a function only
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of ¢. All these polynomials have explicit compact form. For instance, the next
interesting case after eq.(10.49) is

sAg,_1(A)=d (n(n -1) /1 dt(1 —t)P,(dec, A, Fy, ... Ft)> (10.53)

This means in particular that integrating As,;(A) over spacetime in d = 2n 1
dimensions we obtain an invariant local expression. This gives the gauge CS action
in any odd dimension. But what matters here is that the RHS contains the general
expression of the consistent gauge anomaly in d = 2n 2 dimension, for, integrating
(3.53) over spacetime, one gets

sAle,A] = 0 (10.54)
Alc, Al = /ddxA}i(c,A), where

1
Al(c,A) = n(n—l)/ dt(1 —t)P,(de, A, Fy, ... Fy)
0

Alc, A] identifies the anomaly up to an overall numerical coefficient.

Thus the existence of chiral gauge anomalies relies on the existence of the
adjoint-invariant polynomials P,. The properties of the latter are reviewed in
Appendix E, below. One may wonder if the so-obtained cocycles are non-trivial.
We can show that they are with a it reductio ad absurdum argument. Let us
suppose that (10.54) is trivial. Then we can write

Al(e,A) = s O, (A, ¢) +dCLY (A, ¢) (10.55)

where here and below C,ﬁ” )(A, ¢) denotes a polynomial k-form of ghost num- ber
p. Applying s to (10.55) and using (10.51) we get

ds Cy)5(ALc) = dAG) 4(A,c) =0 (10.56)
Applying the local Poincaré theorem this implies
AP (A, c) =sCl (A, ) +dCP) (A, ¢) (10.57)

Repeating the procedure down to the O-form order we will eventually find that
. (2n—2)
there must exist a 0-form C (¢) such that

AP D) = s () (10.58)
However this is impossible, for the expression for A(()%_l) (c) is

APV () ~ Po(e, e, g e s (10.59)
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and the only possibility for 052"72)(0) to satisfy (10.58) is to have the form
(2n—2)
C’0 (C) ~ Pn(c7 G, [07 C]+7 BRI [07 C]+> (106())

which, however, vanishes due to the symmetry of P, and the anticommuta- tivity
of c.

Remark If a nontrivial background metric g,, is present we have to insert
a /g = y/det(g,,) factor in the integrand in order to guarantee diffeomorphism
invariance

Alc,A] = / d®z \/gAL(c, A) (10.61)

The epression Al(c, A) is a d-form, because A is a 1-form, F; is a 2-form, while
c is geometrically a scalar (i.e. dec = £-0c), so that dc is a 1-form too. Under
a diffeomorphism, which is the action of a vector field ¢ = 5“&%, any form ¢
transform as 6¢® = (igd + dig)®. Therefore, using (10.20)

5eAlc, Al = / d2\/g (V4 AY(c, A) + icdAb(c, A)) (10.62)
= [ @5V, - 9,8 Al A) =0

which follows from replacing the ordinary derivative in d by the covariant deriva-
tive, which is correct when d is applied to forms, and integrating by parts.

10.4.2 Diffeomorphism and Lorentz cocycles

In theories including gravity symmetry under dieomorphism is a fundamental in-
variance. If the theory involves fermions also the local Lorentz symmetry enters
the game. They are both fundamental symmetries which are not allowed to be
broken by anomalies, the price being the inconsistency of the theory. The study of
the corresponding anomalies is thus of utmost importance.

Anomalies of the local Lorentz symmetry are not formally different from the
local gauge anomalies analysed so far. The role of gauge connection is played by
the spin connection

w=wudzt,  w,=wlT, (10.63)
whose transformation law is

Saw=dA+ [w,A], A=A"%, (10.64)
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where Yo, = 1[7a,7) are the generetors of the Lorentz Lie algebra. The curvature
of w is the Riemann two form

1
R =dw + é[w, W), R = R¥%,, (10.65)

Thus the general cocycle in dimension d = 2n — 2 is obtained from formula (10.54)
by simply making the replacements ¢ - A, A — w and F — R

1
AN, w) = n(n— 1)/ dt(1 —t)P,(dA,w, Ry, ... Ry)
0
In this case the anomaly is (up to the overall coefficient)
AL, w] = / 4 JGAYA @), OnAL[A, w] =0 (10.66)

The /g is introduced in order to guarantee diffeomorphism invariance, as explained
in the above remark:

(SEAL[A,OJ] =0 (1067)

Let us next come to the cocycles of diffecomorphisms. In order to exploit the
paralellism with the gauge case we introduce for the Christoffel symbols the matrix-
form notation

r={r>, Tr,)=d"T," (10.68)
and for the Riemannian curvature
R=dl'+12 T, R =dl,+T?=tR+ (t* - )I'? (10.69)

The product between adjacent entries is the matrix product: (XY),» = X,*Y, 7.
More explicitly,

1
R = {.‘RA”}, R\ = §d$’u/\deR;w>\p
Ry = 0.0, = 0,10, + 10,7, —T7 17, (10.70)

no= v Vo puA

Now we can adapt the previous cocycle formulas to this case

ALNET) = n(n— 1)/01dt(1 —1)Str(d=TR,, ... Ry)
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where =, = 0,£°, and Str denotes the symmetric trace of the matrix entries. This
formula is justied because, using (10.20) and (10.25), one gets

5Ty = (ied + dig)T% + d=,” + [T, 5],” (10.71)
5 R = (ied + dig) R, + [R,Z],” (10.72)
5ed=y = (ied + dig)d=, + [dZ, =], (10.73)

The corresponding anomaly (up to an overall coefficient) is:

Apl¢,T] = / d'z \/gAL(€,T) (10.74)

which is obviously local Lorentz invariant.

Remark. The relation between R and R is

R = 2R eyg (10.75)

10.4.3 Cohomological analysis of trace anomalies

After the pedagogical introduction of the previous chapter, we have now to tackle
the same problem in higher dimensions, notably in 4d. From the 2d example it is
clear that it is not advisable to preceed blindly with perturbative calculations. It
is a tremendous help to know in advance the form trace anomalies can take. This
is provided by the cohomological analysis.

The approach we will follow has been outlined in sec. 10.3. In the trace
anomaly case we are not so lucky as to have a general formula like the Chern one for
gauge anomalies, which is valid in any dimension, incorporates the relevant descent
equations, and contain, in particular, the consistency conditions. Therefore we
have to proceed in a more down-to-earth way. The context where trace anomalies
become important is in theories that preserve diffeomorphisms. So we will set out
to determine diffeomorphism invariant cocycles of the nilpotent Weyl coboundary
operator 4, defined by (10.20) with the associated transformation rules 10.25 and
10.27). In a spacetime of dimension d the procedure consists in

1. listing all the diff invariant 1-cochains (i.e. cochains linear in w) and all
the diff invariant 0-cochains (i.e. cochains independent of it) having d mass
dimension;

2. upon acting with d, on them, determining the combinations of 1-cochains
which are annihilated by it (cocycles);

3. selecting among the latter those that can be obtained by acting with ¢, on
0O-cochains (coboundaries) and those that cannot (non-trivial cocycles).
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To carry out this program we will need the following transformation formulas

6,17, = 0uwd, + 0wd), — g™ 0w g (10.76)
OBy = =V, 0w + V, 06w ), + 9"V 05w gun — 9”7V, 0w 9,{10.77)
bl = 2-d)V,V,w—DOwgu (10.78)
5uR = 2(1—d)0wR—2wR (10.79)
bur/d = d /g (10.80)

Weyl cocycles in d=2

In 2d the only diff invariant 1-cochain is AW [w, g] = [d?z \/gw R, and the only
diff-invariant 0-cochain is A@[g] = [ &%z Vg R. From (10.79) it is easy to prove
that 6,AM[w,g] = 0 and §,AM[w,g] = 0. Therefore AW [w, g] is a non-trivial
cocycle.

In 2d there is no possibility to construct a diff-invariant odd parity 1- or 0-
cochain of dimension 2.

Weyl cocycles in d=4

In 4d the relevant 1-cochains are listed below together with their Weyl transforms

i AP [w, g] 007w, g)

1 [ d*z \/gw Ry, R 4 [d*z\/g RwOw
2 f d*z Vow R, R 4 f d*z V9 Rwlw
3 fd4x\/§wR2 12fd4x\/§Rwa
4 [d*z\/gwOR 0

) [ d*z Vow etV RuspRur™ 0

It is clear that Ail) and Aél) are cocycles, as is the combination 37, a Agl)
provided a; + ay + 3az = 0.

In order to see whether they are trivial or not let us consider the list of 0-cocycles
with relative Weyl transformations

i Cilg] 6.Cil9g]

1 [ d*x /g Ry, R 4 [d*z\/gwOR (10.81)
2 [d*z /g R, R" 4 [d*z\/gwOR

3 [d*z\/gw R? 12 [d'z \/gwOR

Notice that we have not included [ d*z V9OR and [ d*z \/gw e“"“'”/RW)\pRH/V/)‘p
among the 0-cocycles, because on a trivial spacetime manifold without boundary
they vanish identically.
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From this it follows that AS) is a coboundary, while Aél) as well as the com-
bination Zg’:l a; AZ(-l) with a; + as + 3az = 0, are non-trivial cocycles. The latter
therefore contains two independent linear combinations, which are chosen to be
defined by the quadratic Weyl density

1
W? = R, R*" — 2R, R" + §R2 (10.82)

and the Gauss-Bonnet (or Euler) density,
E = Ry, R" — 4R, R" + R?, (10.83)

while Aél) is characterized by the Pontryagin density

1 1.,
P=3 (e Ry R ™) (10.84)
So that the trace of the energy-momentum tensor in 4d is expected to take the

form
T} = aE + cW? + eP (10.85)

The coefficients a, ¢ and e are model-dependent.

10.4.4 Split and non-split anomalies

Before ending this chapter an important specification is in order for anomalies in
fermionic field theories: it is the distinction between split and non-split anoma-
lies. Split anomalies have opposite sign for opposite fermion chiralities. Non-split
anomalies have the same sign for opposite chiralities. An example of the first are
the consistent chiral gauge or gravity anomalies. They may of course arise only in
the presence of a chiral asymmetry. These anomalies undermine the consistency
of theories in which they are present, and, as a consequence, they have been used
as an exclusion criterion. An example of non-split anomalies are the covariant
gauge or gravity anomalies, such as the Kimura-Delbourgo-Salam anomaly or the
anomaly that is utilized to explain the decay of a 7° into two 7’s. But the examples
are manifold. In the family of trace anomalies, the even ones are non-split, while
the odd trace anomaly is split.

Split and non-split anomalies differ also for the difficulties one comes across
when computing them. While there are several tested techniques to compute non-
split anomalies, the calculation of the split ones is rather non-trivial. In many of
the latter cases one may avail oneself of such a powerful tool as the family index
theorem (for instance for consistent gauge and gravity anomalies). But, like for the
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odd trace anomaly, this is not always so, and, in any case, it is important for us
to be able to derive such anomalies with independent field-theoretical methods. If
one resorts to path integral methods, one has to integrate out the fermion field(s),
in which case the origin of the difficulties resides in the functional measure. Now, a
basic ingredient for the calculation is the functional integration measure which, for
chiral fermions, is not well-defined. On the other hand, to get the correct result,
it is imperative to preserve throughout the calculation the information that the
fermion field that is being integrated out, which has a definite chirality. One is
then obliged to either use indirect methods or to elude a direct intrusion of the
functional measure in the calculation. The second possibility refers to the use of
Feynman diagrams, in which case the chirality of fermions is preserved by vertices
containing the appropriate chiral projector. The former alternative is to use the
indirect method of calculation first used by Bardeen for chiral gauge anomalies. He
considered a theory of Dirac fermions coupled to two external non-Abelian (vector
V, and axial A,) gauge potentials. Clearly this poses no problems from the point
of view of the functional measure and the derivation of the anomaly goes through
without difficulties. Eventually one takes the collapsing limit V' — % and A — %
and verifies that, in such a limit, the anomaly becomes the desired consistent gauge
anomaly.

Appendix E. Adjoint invariant polynomials and anomalies

This Appendix is devoted to a review of the adjoint-invariant symmetric polyno-
mials used to dene chiral anomalies. Let us consider a nite dimensional Lie group
G with Lie algebra g. and let us introduce real-valued symmetric multi-linear
mappings with n entries

P gx. . xg—R 10.86
g g ( )

n  factors

which are invariant under the adjoint action of G-
P,(ad,Xy,. .. ad,X,) = P (X1,...,X,) (10.87)

for any g € G. The innitesimal version of (10.87) is
Y Pu(Xy, [V X, X)) =0 (10.88)
i=1

forany Y € g. Let T% (a = 1,...,dimg), be a basis of g. If we set

ha1...an _ Pn<Ta1, o ’Tan) (1089)
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and X; = X7 we get P,(Xy,...,X,) = b X" ... X% (summation over
repeated indices is understood).

Now take n g-valued forms wq,...,w, of order ¢y, ..., q, respectively. Then we
can write the ¢; + ... + ¢,-form

Po(wy,...,wy) =" "W AL A wpr (10.90)
A well-known realization of completely symmetric tensors is given by
d®n = Str(T* ... T™) (10.91)

whenever the generators are given in matrix form and Str means symmetrized
trace. For instance

Tr(TT") = cy(R)6™ (10.92)
ST (T TY) = co(R)d™ (10.93)

where ¢3(R), c3(R) are representation-dependent numerical coefficients. As these
two examples show, the tensors d*'“» are universal, they are characteristic of the
Lie algebra; changing the representation only modifies the numerical coefficients
in from of them.

The space of symmetric ad-invariant polynomials of the simple group G is
usually denoted by I(G). It is a commutative algebra. If g has rank r, then I(G)
has r algebraically independent generators my,...,m,. In other words we have r
algebraically independent polynomials P, , or symmetric tensors h® %" of order
my, ..., m,. The values my, ..., m, for the simple Lie algebra are as follows

Lie algebra  mq,...,m,
A, 2,3,...r+1
B, 2.4,....2r
C. 2,4,....2r
D, 2,4,...2r—2r
Gy 2,6
Fy 26,812
Es 2,5,6,8,9,12
E; 2/6,8,10,12,14,18
Ey  2,8,12,14,18,20,24, 30

This table tells a lot about anomalies. If a symmetric tensor is absent in this table,
the corresponding cocycle, and thus the corresponding anomaly does not exist.
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This is the case, for instance, for SU(2) in 4d. The corresponding Lie algebra is Ay,
which has only the the second order symmetric tensor, while in order to construct
a consistent chiral anomaly in 4d one needs the third order tensor. Analogously,
the third order symmetric tensor does not exist for Dy, which is the Lie algebra of
SO(4), the compact version of the Lorentz group in 4d. In fact the local Lorentz
symmetry is not anomalous in 4d.

10.5 A 2d example

Here we deal with examples of type II contact terms, arising from a regularization
procedure. For reason of conciseness we consider a 2d example, which, though
simpler than the higher dimension ones, contains all the characteristic features
of type II. It concerns the two-point correlator of the e.m. tensor. Below we
regularize this two-point function using the techniques of dierential regularization
and we derive the 2d trace anomaly. We also discuss the ambiguities implicit in the
regularization procedure which allow us to make manifest the interplay between
dieomorphism and trace anomalies. Then we will redo the same derivation by
means of Feynman diagrams. In both cases the method is perturbative, i.e. we
represent the metric as g = + h, and consider series expansions in h. In this
regard a clarication is in order. In (2.2) the generating functional is written as
a function of h, Wih], while elsewhere we have denoted it W[g]. There is no
disagreement between the two notations. The notation W[h| emphasizes the fact
that the RHS of (2.2) is a series in h. But of course once the series is resummed
the result must be a functional of g. We will use the symbol h whenever we want
to stress the perturbative aspect, and the symbol g whenever we want to indicate
the complete result. It should be remarked that anomalies, like in this chapter,
are often obtained via perturbative calculations, therefore we have also to adapt
the previous cohomological formulation to such a perturbative environment. This
is done in Appendix F.

10.6 Differential regularization

The e.m. tensor 2-point function in 2d (i.e. the “bare” correlator) is very well-
known and is given by

<Tul/ (z) Typo 0)) = — (Iup (z) Lo (z) + L, () Lo () — nuvnpa) (10.94)
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where ¢ is the central charge of the theory. For x # 0 it satisfies the Ward identities

" (T, (2) Thy (0)) = 0, (10.95)
(T (x) T, (0)) = 0. (10.96)

This 2-point function is UV singular for x — 0 and such a divergence has to
be dealt with for the correlator to be well-defined everywhere. In this context the
most convenient way to regularize it is with the technique of differential reqular-
ization. The recipe of differential regularization is: given a function f (z) that
needs to be regularized at x = 0, find the most general function F' (x) such that
DF (z) = f (z) for x # 0, where D is some differential operator, and such that the
Fourier transform of DF () is well-defined (alternatively, DF (x) has integrable
singularities).

In our case we have two guiding principles: the Ward identities and dimensional
analysis. Differential regularization tells us that our 2-point function should be
some differential operator applied to a function, i.e.

<TMV (‘T) TPO <0)> = D,uupa (f (35)) s (1097)
while conservation requires that the differential operator D,,,, be transverse, i.e.
"Dpvpe =+ = 0"Dyype = 0.

The most general transverse operator with four derivatives, symmetric in u,v and
in p,0 and in the exchange of the couple u, v with p, o, one can write is

Dypo = D)+ BDE) . (10.98)
where
D) o = 0,0,0,05 — (Mw00s + Mps0,0y) O + 1,17,000, (10.99)
DE) = 0,0,0,0, % (oD -+ T + N Doy + s D,3)y)
+ % (MupTvo + Mphue) OO (10.100)

Dimensional analysis tells us that the function f (x) in (10.97) can be at most
a function of log ;2z? since the lhs of (10.97) scales like 1/2* and this scaling
is already saturated by the differential operator with four derivatives. We have
introduced an arbitrary mass scale p to make the argument of log dimensionless.
Let us write the most general ansatz for (10.97):

(T () Tpe (0)) = Df},)pg [041 log 122? 4 g (log /ﬂx?)z 4. }
+D}s0 [61 log p22? + B (log pi*a?)” + - - } .(10.101)



164CHAPTER 10. CONSERVED, TRACELESS CORRELATORS AND ANOMALIES

Now our task is to fix the coefficients «; and (; for (10.101) to match (10.94) for
x # 0. As it turns out we only need terms up to log? (otherwise one cannot avoid
unwanted logarithmic terms for x # 0). The matching gives us

C C
041+51:__7 062:—52:——,

24 96
Only the sum oy + (5 is fixed. So, to simplify, we can set, for instance 5, = 0.
Finally

C Cc 2
<Tw/ (':E) T,DU (O)> = _ﬂp;(}y)pa (log le'Q) - % (D/(Llu)pa - D;(fy)pa) (log ”2x2) .
(10.102)

Eq.(10.102) gives back (10.94) for = # 0. But if we take the trace we find that

<Tllj (ZE) TPU (O)> = _inuyp/(ix)po (log /“LZ:BQ) =

51 9,05 — 1,e0) Olog p?z”.

c
_ﬂ (
These terms have support only at x = 0, for in 2d the d’Alembertian of a log is a
delta function, more precisely

Olog p?a? = —4mé* (z) . (10.103)

Therefore we find the anomalous Ward identity

77
(T4 (@) oo (4) = ¢ (900 = 1p00) 6> (= y), (10.104)
Now, if we insert this result in (5.2), i.e. saturate with h*?(y) and integrate over
Yy, we get

(T2 = (0,0, = nu )R, (10.105)

which coincides with the lowest contribution of the expansion in h of the Ricci
scalar, i.e.

R = (9,0, — 0, O)R* + O(h?). (10.106)

Covariance requires the higher order corrections in h to the ‘full one-loop’ trace
of the e.m. tensor in the presence of a background metric g to be such that we
recover the covariant expression

(1) = C%R. (10.107)

For instance, for a free Dirac fermion ¢ = 16%. We are authorized to use the

covariant expression (10.107) because the energy-momentum tensor is conserved



10.6. DIFFERENTIAL REGULARIZATION 165

(there are no diffeomorphism anomalies, see below). We can also say that requiring
the regularized correlator to be conserved at x = 0 implies the appearance of a
trace anomaly. However this is not the end of the story, since there are ambiguities
in the regularization process we have so far disregarded.

But before that let us pause to consider the cohomological aspects. It is easy
to see that

50 / d*r w (9,0, — 1, O)R*" =0 (10.108)
and, using 6,R = —2w R — 20w,
5w/d2x gwR=0 (10.109)

This is a first simple example of how perturbative cohomology and full cohomology
(with the help of covariance) operate. In this case the diffeomorphisms do not
enter the game because we have preserved e.m. tensor conservation all through
the construction.

10.6.1 Ambiguities

The ambiguity arises from the fact that we can add to (10.102) terms that have
support only at x = 0. The most general modification of the parity-even part that
would affect only its expression for x = 0 is given by

A/(tev)pa = Aw90s + 1ps0,0,) Olog i’
+B (nﬂpallﬁa + 7]1/;;8“8(7 + nyoﬁvap + T}l,gauap) O lOg ,LLQZZ'2

+C (NupNvo + MvpMue) OO log u2x2
+D1upe 00 log p*a?. (10.110)

We remark that this term is in general neither conserved nor traceless

AL (x) = 4m((A+2B)0,0,0, + (A+ D)1,p0,0
+ (B + C) (1,050 + 115,0,0)) 6® () (10.111)
Appo(z) = 4Am (24 + 4B)0,0, + (A + 2C + 2D)npe0) 6@ (2)(10.112)

Thus these terms are potential anomalies. For them to be true anomalies they
must satisfy the consistency conditions.

We notice that by imposing (10.111) to vanish implies that also (10.112) will
vanish. We may wonder whether using this ambiguity we can cancel the trace



166 CHAPTER 10. CONSERVED, TRACELESS CORRELATORS AND ANOMALIES

anomaly. Using egs.(10.22) and (10.23), let write down these potential anomalies
in integrated form.

AP = [ @0 ()3~ () (10.113)
Ag? = [ Erwa @i - () (10.114)

Now, imposing 5§0)Aée’p) = 0 we find the condition 24 + 3B + C + D = 0. This

means that Aée’p ) can be rearranged as follows
AL — _yr / ¢’ (B 0,(0,0,h77 = OR) + F 0,(8,0," — 2087 )(10.115)

where £ = A+ 3B+ C and F = 2A + 2B + D are unconstrained parameters.
Next, if we impose 59 Aler) = 0, we find the condition 3A+4B+2C'+2D =0
and

AP — 82(A +2B) / 022 (0,0, — TIh) (10.116)

with uncostrained A + 2B. Finally we have to impose 5§0)Aff P4 (SU(JO)AZ’(I’) = 0.

It is easy to verify that 5§0)Afue’p ) = 0 without any constraint, while 5LO)A§e’p ) =0
requires F' = 0, which in turn implies £ = A + 2B.

In conlcusion the ambiguities (10.110) are allowed provided C' = —B and D =
—2A—2B, where A and B are free parameters. They give rise to the trace anomaly
(10.116) and to the diff anomaly

ALY = —An(A +2B) / d*x " 9, (9,0-h*” — Oh) (10.117)

The cocycles (10.117) and (10.116) satisfy separately the overall consistency con-
ditions <(5§ + &(JO)) (.Aée’p ), A&e’p)) =0.

Returning now to the initial question of whether we can cancel the trace anoma-
lyl (10.105), or (10.107), by means of these ambiguities, the answer is yes. We
can do it by subtracting a combination of ambiguities that satisty C' = —B and
D = —2A — 2B, and adjusting the overall coefficient. But this operation triggers
the diff anomaly (10.117). In other words the anomaly (10.107) is a non-trivial co-
cycle of the overall symmetry under diffeomorphisms plus Weyl transformations. It
may take different forms, either as a pure diffeomorphism anomaly or a pure trace
anomaly. In general both components may be nonvanishing. It is obvious that it

is preferable to preserve diffeomorphism invariance, so that the cocycle takes the
form (10.107).
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10.6.2 Parity-odd terms in 2d

In this section we compute all possible “bare” parity-odd terms in the 2-point func-
tion of the energy-momentum tensor in 2d. To this end we write the most general
expression Eoycfoi( x) linear in the antisymmetric tensor €,3 with the right dimen-
sions, which is symmetric and traceless in u,v and p,o separately, is symmetric
in the exchange (u,v) <> (p,0), and is conserved. The calculation is tedious but

straightforward. The result is as follows. Let us define

1

1 Lup(@) Lo () + Lo (2) L (2) = ) (10.118)

T,

uvpo —

which is proportional to the parity-even 2-point function, and

7;051)%( ) 2 (EOCMTanO' ( ) + EOél/irlu Oépo‘ ( ) + GOéPTuV o ( ) + GOéPTMVpa (ZL’)) )
(10.119)
where e is an undetermined constant. We assume (10.119) to represent the two-
point correlator (7}, (2)T)s(0))oaq. It satisfies all the desired properties (it is trace-
less and conserved). In order to make sure that it is conformal covariant, we can

check that it is chirally split. To this end we introduce the light-cone coordinates
v+ = 2° £ 2!, It is not hard to verify that

(T4 ()T (0))oaa = 0. (10.120)

The task of regularizing the parity-odd terms is very much simplified if we write
them in terms of the parity-even part. We can therefore use the same regularization
as above. Let us start by the regularization that preserves diffeomorphisms for the
parity-even part, eq. (10.102):

1 1
Tvpo (T) = _ED/WPU (log p*z%) — B (D4, —D2),) (log iz ) . (10.121)

Regularizing with (10.119) leads to both a trace anomaly

e

(T} () Tpy (0)), 4y = o (€000“05 + €500%0,) 6% (), (10.122)
and a diffeomorphism anomaly
e
0 (T (1) Ty (0)) g = 5 60n0” (o0 0 = 0,0) 8 (). (10.123)

Inserting these results in (5.2) they give rise to the following lowest order anomalies

_AO) _ e

: ~57 | Lo ead” (1,00 — 0,00) h°? (10.124)
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and

e o
7O = —5 d*r w €3, 0%0,h™ (10.125)

It is a useful exercise to verify that

0OAY =0, sPTV =0=604",  sOTO = 0. (10.126)

We see that the diffeomorphism anomaly is accompanied by the a trace anomaly.
It is worth pointing out that (10.123) is the lowest order approximation of the
following ‘full one-loop’ relation

(VT (x)) = g—zemaaR, (10.127)

Eq.(10.127) is the well-known covariant form of the diffeomorphism anomaly.
At the lowest order, however, also the consistent anomaly

e ¥ Te

= D0, = Jren (O - 0.0,1) + O (1) (10,129

(VT () o=
takes the same form due to the 2d identity

2€,,0" (0005 — Nap0) = €40 (010,05 — 0,30"0 + (a < )) (10.129)

We recall that saturating (10.128) with the ghost £”, and integrating it over the
2d spacetime, it can be written in the compact form

~ / d*z Tr(dAT) (10.130)

where A is the matrix with components A, = 9,7 and I' is the matrix one-
form T dz*. The trace is over the matrix indices. In the form (10.130) proving
consistency is a very simple exercise, as was elsewhere.

Neither (10.127) nor (10.128) is invariant under Weyl transformations. There-
fore they must be both accompanied by a trace anomaly partner, whose lowest
term is given by (10.125).

10.6.3 Ambiguities in the parity-odd part

We know that the regularization used above is not the ultimate one, because there
are ambiguities. They entail a modification of the parity-odd part given by

Ag;)m = €anA% e+ €ar A o+ €apA L+ €apA, (10.131)
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where the RHS is written in terms of (10.110), which explicitly is

A;(L?/)pa = AN (€,00%05 + €500%0,) + Npo (€400% 0y + €,,0%0,)] Olog pwra?
+ B [€pa (1,,0%05 + 1,60%0,) + €va (1,005 + 1,00%0,,) (10.132)
+€pa (nauaa&/ + no'ljaaap,) + €sa (npuaa&, + 77,;,,8‘18#)] O lOg ,u2x2.

The trace and the divergence of (10.132) are given by:

" ALY =81 (A+ 2B) (€pa0"05 + €,000,) 6 (x), (10.133)
AL, = 4m (Bn,, 0+ (A+ B)8,0,) €500°5” (z)
+ 47 (BiyeD + (A + B) 0,0,) €,,0%0% () (10.134)

+ 47 (An,,0 + 2B0,0,) €,00%6% (1) .

As before let us define

AP = [ Bog o AD, ()5l - ) (10.135)
Agm = = [ B (@6~ ) () (10.136)

It is not hard to see that!

SOALY = 0 =s0ALP

SOALY = 5P AL = —16m(A+ 2B) / 5 & 6,00 0w (10.138)
(10.135) and (10.136), coming from the local ambiguity (10.132), satisfy the diff +
Weyl consistency conditions, for any A and B.

Using these ambiguities we can modify the previously computed trace anomaly
(10.122) and diff anomaly (10.123). In particular it is interesting to see whether
we can cancel the latter. To achieve this we have to adjust the coefficient A and
B so that (10.135) takes the form (10.123). This is possible only if A +2B = 0,
but this entails the vanishing of both (10.135) and (10.136), as one can verify
by means of the identity (10.129). Thus it is impossible to cancel in this way
the diffeomorphism anomaly. By suitably adjusting the coefficient we can instead
cancel the trace anomaly (10.122) at the expenses of a diff anomaly.

ITo prove (10.138) one has to use the 2d identity
§"€600,0"87 = £ €4,0%0,10E7 (10.137)

which holds due to the anticommutativity of €.
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10.7 The Feynman diagrams method in 2d

It is interesting and instructive to derive the previous results using Feynman dia-
grams. The action for a massless Dirac fermion in 2d is

S = / d?x \/q ipyH (au + %wu) 0 (10.139)

where g = det(g,,), v* = ey, (i, v, ... are world indices, a,b, ... are flat indices)
and w, is the spin connection:

ab
Wy = W), Xab

where ¥, = }1[%, 7] are the Lorentz generators.
Let us recall a few basic definitions concerning 2d gamma matrices:

(=21 = (9" =1, (v})"=-1L (10.140)

Clearly, 7° = 7o and ! = —v;. The chirality matrix v, is given by v, = —Yo71.
It is straightforward to check that the following relations are true:

Yo = €V Vs €Y = VoV (10.141)

where we are using the convention ¢y = 1. It follows

tr(YaYs7e) = —2€a- (10.142)

10.7.1 Two-point e.m. correlator for chiral fermions

In two dimensions the spin connection drops out of the action (10.139). This is due
to the proportionality between the unique Lorentz generator and the chiral matrix
v, It is convenient to consider first the case of a left-handed spinor: ¢, = Ppi,
where P; = HT”’ For v, the action becomes

Sy =1 / d*x /g 0,0 (10.143)

We can further simplify it by absorbing the /g into a redefinition of : ¢ —

Y = g%@D. In the path integral spirit this is allowed because the Jacobian of this
transformation factors out and can be disregarded. We can therefore replace Sy,
with

S, =i / Pa ), Oy, = i / Pz, e 0,0, (10.144)
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Now let us write e# ~ 6* — y* and make the identification 2y* = h* 2, where
h,. is the gravitational fluctuation field: g,, = 1., + k. The fermion propagator

is
?
P+ ie

(10.145)

and there is only one graviton-fermion-fermion vertex (see figure 10.1) given by

P~

Figure 10.1: The Vg5 vertex.

) 1+ .

3 [(p+p’)u Yo+ (D), %) 5 (10.146)

There is only one non-trivial contribution that comes from the bubble diagram
with one incoming and one outgoing line with momentum k& and an internal mo-
mentum p (see figure 10.2).

p—k

Figure 10.2: The relevant Feynman diagram for the computation.

The relevant 2-point function is?

(T (2)Thp(y)) =4 / él:;e“f@wﬁw(k) (10.147)

2This implies a choice of gauge because in this way y* is symmetric.
3The factor of 4 in (10.147) is produced by the fact that the vertex (10.146) corresponds to
the insertion of —%TW, not simply —T,,,, in the correlator .
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with

Fns(k) = —— [ L [ Z(2p = B)yyy— = (2p — E)yry,
H /\p( ) 64 (27T)2 r (p( p )ny 2 % . (2p k))\fyp )

+{ pr v } (10.148)

A& p

The last line means that we have to add three more terms like in the first line so
as to realize a symmetry under the exchanges y <+ v, A <+ p. Moreover we have to
symmetrize (with weight 1) with respect to the exchange (i, v) <+ (A, p) (bosonic
symmetry). This will be understood in the sequel.

Eq.(10.148) would seem to be the same as

~ 1 [ d&p (1 1 14+
! = —— | —— ~(2p — —(2p — I
uw\p(k) 64 (271')2tr ( ( p k)l[)/l’p — k(QP k))ﬂ/p 9 >

p
(10.149)

But they are both divergent expressions that need to be regularized. It is hardly
a surprise that, once this is done, they lead to different results. The difference
consists, however, of local terms.

Let us proceed to regularize these expressions, starting from (10.148), with
the methd of dimensional regularization. To this end we introduce extra space
components of the momentum running around the loop, p — p+£€ (£ = {3, ..., ls2)
. So (10.148) becomes

~ 1 [ dPpd’t 1 1+~ 1
T (k - ¢ 20 — k) —t
uy)\p( ) 64 (27T)2+(5 r(p_|_ [< P >u7 2 p + [ _ %
14 .
< (2 — k), 27 ) (10.150)

Now let us recall that p* = 2P = 2, pf+[p = 0 and [y, f] = 0, while
{7+, p} = 0. Moreover eq.(10.142) is replaced by

tr(u77) = —2F F e (10.151)

Thus (10.150) can be rewritten (for simplicity we drop from now on the ("¢
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tag)
N L[ d@pdt P! Lty p+i-¥
TMV)\/J(k) — _6_4 (27r)2+6tr<p2 Iy (2p - k)u’yu 9 (p _ k>2 — 02
1+
X (2p— k) 27 ) (10.152)
1 &2p d°¢ P 14+~ p—Fk
= 5/ et o e e
1+
X (2p— k) 27 ) (10.153)
1 [ @pdt P p—F
- 1 e - hon
1+
X (20— k) 27 ) (10.154)

Next one evaluates the gamma matrix traces and introduces a Feynman pa-
rameter u, 0 < u < 1 in order to evaluate the p integral. T,,,,(k) becomes

_ o 15p pl
Tunlb) = g7 [ oo | o (0 ubto+ (o= 1)),
+(p + uk)o(p + (u = 1)k), — (p+uk)-(p+ (u— 1)k)n,,

+€po ((p+ uk)(p+ (u— 1)k)7 + (p+ uk)(p + (u — l)k)y)>

(2p+ 2u—1)k),(2p + (2u — 1)k)\
Prul-wE—fF

(10.155)

The integral can be evaluated after a Wick rotation of the momenta py — ip¥, ko —
ik, using the results in Appendix G. The result is recorded in Appendix H.

10.7.2 Trace and diff cocycles

From the previous result we can compute the trace and the divergence (k, denotes

the Euclidean momentum, in particular k? = —k?):
TE i 1 o o
Tr (k) = 1o [kAkp 1 + 5 (Knpok” + kpersk )} (10.156)
and
= i 1
kuj,fw\p(") = _38477' |:ka/\|(9 + §k2 (nu)\kp + nl/pk)\) (10157)

1 1
+§k,,(k,\epg + kpe)\a)k" + §k2 (ny,\epg + 77,,,,6,\0) k”}
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Thus trace and divergence are nonvanishing both for the even and odd part.
Using (10.9) and (10.19) we can derive the trace anomaly in the space of coordinates

A, = % / 23 0(z) / @y 1 () (0| TT(2) T, (4)[0). (10.158)

Pk
= 2 [ aute) [ @y [ G e, m
1

= S6n zw(z) [020,h*"(z) — Ok () — €4,070,h™]
7r

where, in the last step, an inverse Wick rotation has been performed in order to
insert (10.156).
In the same way the diffeomorphism anomaly can be obtained

B = = [Erga) [ RO T @00, (10.15)
_ —% / dx e (x) / Py I (y) (—ikt)e M EITE (k)
1

- 1927 o (=) [@8@[)}&0(@ — a)\Dhi(fL')

60007 (9,0 — MD)W(I)}
It is easy to prove that
JOA, =0,  60A=0, VA +5"A, =0 (10.160)

Now let us focus on the even parity part. Both trace and diffeomorphism anomalies
are nonvanishing. However the diffeomorphism one is trivial. For let us consider
the local counterterm

ce = / @ (hy(2)00,h ™ (x) = hap (£)TR¥(2))  (10.161)

It is easy to prove that

AL = AL 4 50 cteren) = o (10.162)

On the other hand the overall even trace anomaly

A(even) = ASJeven) + 55)0)6(61}671) _ 1

Le = 5 / d’zw [0,0,h™ —Ohy]  (10.163)

Contrary to the even case, the cocycle AéOdd) in non-trivial. Consequently we
cannot impose diffeomorphism covariance by subtracting some local counterterm.
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With a suitable counterterm we can cancel instead A&Odd

ical exercise.
To conclude: as already noticed (10.163) is the first order approximation of

), but it is a mere academ-

1
Alever) — 48—7T/d2x\/§wR (10.164)

Comparing with (10.107) we can determine the central charge for a Weyl spinor

1

c=ow =gy (10.165)
In view of the fact that the theory of a single (real) Weyl spinor has a diff anomaly,
the result (10.165) is only formal. However, a (real) free Dirac spinor can be seen as
a couple of opposite chirality free Weyl spinors? . The chirality affects only the odd
parity results, which have opposite sign for opposite chirality. As a consequence
the odd parity anomalies cancel out, while the even parity ones, having the same
sign, will add up. Therefore for a Dirac spinor the diff anomaly vanishes and the
even trace anomaly is twice (10.163). So the central charge for a free (real) Dirac
spinor is

B 1
T 42’

(10.166)

C = 2Cp

Egs. (10.165) and (10.166) represent unnormalized central charges. In order to
normalize them one must consider the fermion propagator in coordinate space

- iy (@)
= — 10.167
(@ T W) =5 (10.167)
This implies that in eq.(10.94) the parameter ¢ contains the factor ﬁ. Strip-

ping off this factor the normalized central charge ¢ = 472 ¢ for a real Weyl fermion
is

cw = (10.168)

2
and twice as much for a Dirac fermion.

As for the odd-parity part of the anomalies one can repeat the same analysis
as in 10.6.2, since the cocycles are the same apart from an overall coefficient, and
conclude that one can get rid of the trivial Weyl cocycle proportional to (10.122) by
shifting the anomaly to the diffeomorphism sector. The final result is (proportional
to) the non-trivial diffeomorphism anomaly (10.127) or (10.130).

4We recall that in 2d reality can be imposed on a Weyl spinor, giving rise to a Majorana-Weyl
spinor.
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10.7.3 Regularization ambiguities

We have mentioned above the possibility to regulate the expression (10.149) instead
of (10.148). They look formally identical, but they are unregulated expressions. If
we start from (10.149) we get

(reg) L d2pd6£ r 1
TﬂuAp (k) = 39 (27T>2+5t <¢+ [( )WV}/H—[ T
< (20— k) 27) (10.169)

We recall that here we understand for the moment the symmetrization with respect
to the exchanges p <> v, A <> p and (i, v) <> (A, p) (bosonic symmetry).
The difference between (10.169) and (10.150)is

A‘I(reg (k) — T(Teg (k) ‘I(Teg (k) (10170)

HVAp HVAp HVAp
1( )/ d?p d°( 2 (2p — k), (2p — k)
Tea T ey = B (p - k2 - )

After a Wick rotation one can carry out the integrals and symmetrize. The result
is (dropping the ("9 label)

ATE (k) = 768 [Qk (MuATlop + ToaTlup) + Mook (10.171)

"H?upkzzk)\ + 771/)\k,ukp + nupkuk)\]
Inserted in (10.9) this gives rise to local terms in the effective action. From this
result we learn that different regularization procedures may lead to discrepancies

in the effective action. These differences however are expressed by local terms.
The contribution to the trace from (10.171) is

AT (k) = 192 [kAk +km,)} (10.172)

and the contribution to the divergence is
KATE (k) = o K? (1uaky + k) + 2k, kyk (10.173)
J12.Y) - 7687 TlvaKp TlvpKx vRARp .

These additions modify (only) the even parts of both (10.156) and (10.157), in
fact they double the even part of (10.156) and exactly cancel the even part of
(10.157). This implies diff covariance for even part of the trace anomaly. As for
the odd-parity part, it does not change (see end of previous subsection).
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10.7.4 Other ambiguities

Instead of calculating the two-point correlator of the energy-momentum tensor and
subsequently taking its trace, we could have proceeded directly to the computation
of a two-point correlator containing one insertion of the trace of the e.m. tensor.
The integral to be regulated is (the symmetrization A <> p is understood)

T (K) (10.174)
_ L [dp (P Ity p—k 1+
~3) e (o S - o)
_ 1 Ep (Y p—k L+
- 739 / (2r)2 < (2p—4) (p — k)2 (2p = k), 5 )
If we regularize it as follows
~ 2 6
Toaglh) = — / % (10.175)
p+£ 1+7* prL—F 1+,
( 5 (20— F) kP (2p = K)x7p— )
1 d2pd5€ P p—k 1+ 7.
= 64/ @rpe tr (p2 ) (21¢ —¥) m@p — k)7 5 >
we obtain
FEn (k) = 192 [kAk + K2y, + %(kAepak” + k,,%kff)} (10.176)

which is the same as (10.156).
It would seem more natural to regularize the second line of (10.174)

~ 2 6
T (k) = —3—12 éf)ii (10.177)
Xt ( p+/ S (2p+2f - F) %(2}9—/{),\%1—;%>

A direct calculation yields

TER (k) = 0. (10.178)
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The result does not change if we use the regularization

~ 2 6
Fow () = _3% (dzﬁ)ii (10.179)
( pi/ = (2p+2/— k) ! + L (ppjkt;z _kgg (2p — k)wp—l 27>

1 ded5€
= o1 ) @

)
(;Z [(2p+22 k)p—%p@p k:)wler%):O

(p = k)?

Let us now compute directly the divergence of the two-point e.m. tensor. We
have to regularize

e 1 P oy L4y P— k
kAT (k) ~5i (2 ) <2§(2 -k — k%), 2 (p— k)2
< (20— k) J;% (10.180)
P 1+ p—F + 7.
+]§(2p — k) K > (p—k) (2p — k)a, 9 >
We can regulate it as follows
2. 76
k“‘.T’VAp(k) _ _6%/% (10.181)
+ p i (2p — k) K 1 J;% (Pyjjkt;;_%@ (2p k)w"l J;%>
d*p d°( 2 —k
+p2 Zi 7 (2p — k). K % (2p — k>>\%) 1 —;%}
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which gives the same result as (10.157). A regularization closer to (10.177) is

~ 2 6
T (k) = —6%1 / % (10.182)
tr(p?; J_r ﬁQ (2p-k — kz)%%@p k), ! J;V*
pt/ p+L—k 14+ 7.
+p2 7 (2p — k) m (2p — k)av, 5 )

This yields

KeT"E (k) = 0 (10.183)

HUAp

The latest result looks like a companion result to (10.178).

10.7.5 A discussion about ambiguities

Of course (10.178) and (10.182) cannot be the right results. Different regularization
procedures should lead to the same results up to local conterterms. It is not the
case here, because both diff and trace anomalies vanish, while we know from the
previous differential regularization (as well as from other approaches) that both
even-parity trace and odd-parity diff cocycles are non-trivial and in no way can they
be eliminated with local counterterms. On the other hand the above calculations
that lead to (10.178) and (10.182) make perfect sense. Therefore the apparent
contradiction must be a question of interpretation.

Let us notice first that there are two origins to the ambiguities. The first
consists in the number of the 75 matrices in the integrals to be calculated. As we
have remarked, we may get different results if, before introducing the regulator,
we simplify the v matrix algebra by keeping only one chiral projector or we leave
all the ~5 matrices in the original position dictated by the Feynman diagram. The
difference however always consists of trivial terms and can be eliminated by local
counterterms. The minimal configuration for anomalies (i.e. a configuration in
which either diffeomorphism or Weyl invariance is preserved) is when only one
chiral projector survives. Therefore to simplify our calculations we can resort to
the following heuristic rule.

First heuristic rule. Before introducing any regulator move all the chiral pro-
jectors to the rightmost position and simplify.

A second, more important, source of ambiguity depends on whether we in-
troduce the regulator before or after taking the trace or the divergence of the
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two-point correlator of the em tensor. This is evident comparing the results of
subsection 10.7.4 with the ones obtained in subsections 10.7.2 and 10.7.3. The
reason is not hard to guess. In subsections 10.7.2 and 10.7.3 we computed first
the two-point correlator of the em tensor in which the bosonic symmetry (i.e. the
symmetry under the exchange of the two em tensor entries, in particular the ex-
change (i, v) <> (A, p) in eq.(10.148)) must hold. Only subsequently we contracted
two indices or the correlator with k*. If, instead, such contraction operations are
performed before regularizing there is no guarantee that the bosonic symmetry is
implemented in the same form. In fact this may be the origin of a discontinuity
in the effective action which can be phrased as follows: differentiating the effec-
tive action twice with respect to the metric tensor and then taking the trace, may
not be the same as differentiating it with respect to the metric and its trace. An
analogous claim holds for the divergence of the em tensor.

We are therefore forced to take into account this possible discontinuity of the
effective action. In fact everything becomes clear if we refine the definitions of
trace and anomalies, (10.19) and (10.18), as follows.

Second heuristic rule. Instead of (10.19) we set

9" (@) (T () = (9" (2) T (2))) = =TTg) (). (10.184)

The first term in the LHS means that we compute first the n-point functions
of the em tensor and then saturate the indices p,r with the metric, while the
second term means that we compute the same n-point functions in which one of
the entries is replaced by the trace of the em tensor. The first corresponds to the
regularization (10.169) and leads to the result (10.156) corrected by (10.172), the
second corresponds to the regularized expression (10.177) or (10.179) and leads to
(10.178).

Similarly, instead of (10.18) we define

V(T (2)) — (VI T (2))) = Aulg] (), (10.185)

The first term in the LHS means that we compute first the n-point functions of the
em tensor and take the covariant divergence of the latter at the point x, while the
second term means that we compute the same n-point functions in which one of
the entries is replaced by the covariant divergence of the em tensor. After applying
the first heuristic rule, the first corresponds to the regularization (10.150) and
leads to the result (10.157) corrected by (10.173) , the second corresponds to the
regularized expression (10.182) and leads to the result (10.183).

Of course the conclusions of subsection 10.7.2 do not change. It should be
remarked that the two terms in the LHS of both (10.184) and (10.185) tend to the
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same expression when we remove the regulator. Thus the difference in the LHS
of both remove the infinities of the original expressions. These refined definitions
of the trace and diff anomalies allows us to get rid also of the simi-local terms.
Moreover, as we have noticed, the final results do not depend on the regularization
details.

The vanishing of the second terms in the LHS of both (10.184) and (10.185)
is not a general feature. There are cases in which an n-point em tensor correlator
vanishes, while the same correlator in which one of the entries is replaced by the
trace or the divergence of the em tensor does not. In such cases the corresponding of
(10.179) and (10.181) would vanish identically, while (10.178) and (10.182) would
not.

This is what happens for the odd-parity trace anomaly of a Weyl fermion in
4d. As we shall see, the odd-parity three-point em correlator vanishes, but if one
entry is replaced by its trace, it does not. In this case the trace anomaly will come
from a formula analogous to (10.177).

Appendix F. Perturbative cohomology

In this Appendix we define the form of local cohomology which is needed in a perturbative
approach. Let us start from the gauge transformations.

§A =d)\+ [A, )], O\ = —%[x\, A+, 62 =0, A= X%2)T*  (10.186)

To dovetail the perturbative expansion it is useful to split it (say, A and X infinitesimal),
and define the perturbative cohomology

§O4=ax, §Ox=0, (602 =0
sWA=[4,), M= —%[/\, A
605 L 550 =, (sMW)2 =90 (10.187)
The full coboundary operator for diffeomorphisms is given by the transformations
Ocguv = Vb + V&, 0l = E05¢" (10.188)

with £, = g,,£”. We can introduce a perturbative cohomology, or graded cohomology,
using as grading the order of infinitesimal, as follows

G = v + by g = — BP L RERNY 4 (10.189)

The analogous expansions for the vielbein is

1
62252+XZ+§¢Z+...,
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Since eZnabeg = hy,, we can choose
1 a 1 A
Xpy = Qh;wa Y = —XuXav = _Zhﬂh)"” e (10.190)

Inserting the above expansions in (10.188) we see that we have a grading in the
transformations, given by the order of infinitesimals. So we can define a sequence of
transformations 0 0 o

0 1 2
0e =0 + 8¢ +0 + ...

At the lowest level we find immediately
5O = 0o+ 06 07 =0 (10.191)

and §, = £*. Since (5§0))2 = 0 this defines a cohomology problem.
At the next level we get

0y = E0hy + 0 + 0 By, OV ER = e (10.192)

One can verify that
0 0) <(1 1) <(0
@2 =0 o8 +56 =0,  (sW)2=0 (10.193)

Proceeding in the same way we can define an analogous sequence of transformations
for the Weyl transformations. From g,, = 1., + hy and 6,y = 2wg,,, we find

O, =20mu,, WP hu =20h,,  0Ph, =0,...  (10.194)

w

(0) (1)

as well as d,,’w = 0y, 'w =0, ....

Notice that we have 5éo)w = 0,5él)w = *hw. As a consequence we can extend
(10.193) to

(37 + 8O0 + 61 + (8" + o) (6 +6) = 0 (10.195)

and 521)(55,1) + (50(})5§1) = 0, which together with the previous relations make

0
(5§ ) 4 5O 4 521) +62 =0 (10.196)

Appendix G. Regularization formulas in 2d and 4d

In this appendix we collect the regularized integrals that are needed to evaluate the
Feynman diagrams in the text both in 2d and 4d. The integrals below are Fuclidean
integrals. They are an intermediate results needed in order to compute the Feynman
diagrams in the text. Since the starting points and the final results are Lorentzian, it is
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understood that one has to do the appropriate Wick rotations in order to be able to use
them.

In 2d, after introducing § extra dimensions in the internal momentum and a Feynman
parameter u (0 < u < 1), in the limit § — 0, we have

/ d%p / do¢ 02 1
(2m)2 ) (2m)0 (P2 + 2+ A)2  Ax

d*p dor 2p? 1
/(27T)2 /(277)5 (P2 + 2+ A2 EA (10.197)

d’p [ d 1 11
/(27T)2/(27r) *(p? +£2+A) ir A
dzp dov p 1
/(27r)2/(27r) 5 (p2+ 2+ A)2 _4< — — v+ log(4m) — logA)

d’p d’¢ p
—A —-—1 log(4 log A
/(277)2/(2705 P2+ 2 +A2  2r (5 + 7 — log(4) 4 log )
where A = u(1 — u)k?.

Proceeding in the same way in 4d, with two Feynman parameters v and v, in the
limit § — 0, we find

dip [ dt v’ 1 (2
/(27r)4 /(277)5 P2+ 2+ AP (4r)? (—5 — 7 +log(47) — log A) A

dip [ d v A 2
/(%)4 /(277)‘S 02+ 2+ AP 2(dn)? <5 —7+4+log(dm) —log A)
(10.199)

and

(10.198)

and

dp [ d°¢ 2 1
/(27T)4 /(277)5 P>+ 2+ AP 2(4m)?

d*p doy 2p? 1
/(271’)4 /(27-()5 (pQ 102 4 A)?) = (47‘(‘)2A (10200)

where A = u(1 — u)k? + v(1 — v)k3 + 2uv kike, with0 <u<land 0 <v <1-—u.

Appendix H. The ‘}WAp(k) correlator

Here we record the full expression ‘}W,\p(k) in terms of the Euclidean momentum. Let

us set a(d, k) = % 4+ 14~ + log (%) and separate even and odd parts,

even odd
Tunp(k) = T () + T ().
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Then

8

7687 T (K) = (a(& k)—3> [— (K*7mrp + Muvkakp + Mapkpks ) (10.201)

3
+Z (nukkukp + makuky + nupkiky + Uupkuk)\)}

1 14
fZ <a(5, k) — 3> (n“)\kykp + T],/Akukp + nupk,jkA + nupkﬂk)\)

1 )
+§ (a(5, k) — 3) k2 (n#Anyp + 77u>\77up)

2 1
k2 k k k)\k + - 4 (nuz\kukp + nu)\kukp + nupkuk)\ + nupkuk)\)

and

1

7687 T4 (k) = -

8
HUAp ( (5 k) > [nul/k)\ﬁpak +"7m/k Exak? +77)\pku€m7k

1
+77)\pkufuaka + 5 (nuz\ku6paka + nupkuf)\oka + nuAkMGpUkU + 77Vpkuf)\crka

+77,u)\kpfuaka + nAukpeuakU + npuk)\euaka + nupk)\eua ka)}

1 o o o o o
+1 <CL((5, k) - 3> |:77/1)\k1/6p0k + nupkl/e)\crk + nukkuepak + nupkue)\ok
F1uakp€uak” + makp€uok? + npukrenok? + nypkAeugkU]

+573 [k knkook? + kukakoeuok” + kyknkyepork? + kyk kp%kff} (10.202)

The trace of these two expressions are

T (k) = 768 —— (kako + k15, (10.203)
v Odd o o
U T,(m,f() = 15367T(kxepak + kperok?) (10.204)
and the divergence
kN(J'(e’Uen)( K — ; {k ko + 1k ( k) + " )} (10.205)
2N - 1536 A U2) TlvpK .
(odd) . ? o
KT () =~ [k (Knéper + Kpexs) + K (e + mupers) K7 | (10.206)



