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Abstract

We prove generic multiplicity of solutions for a scalar field equation on compact surfaces via Morse
inequalities. In particular our result improves significantly the multiplicity estimate which can be deduced
from the degree-counting formula in Chen and Lin (2003) [12]. Related results are derived for the prescribed
Q-curvature equation.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction

Let (Σ,g) be a compact Riemannian surface (without boundary), h ∈ C2(Σ) be a positive
function and ρ a real number. In this paper we consider the equation

−�gu + ρ∫
Σ

dVg

= ρ
h(x)eu∫

Σ
h(x)eu dVg

x ∈ Σ, u ∈ H 1
g (Σ), (∗)

where �g is the Laplace–Beltrami operator on Σ . The above equation arises in statistical me-
chanics as a mean field equation for the Euler flow. More precisely, it has been proved in [3,26]
that, according to Onsager’s vortex theory, when the number of vortices is supposed to tend
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to +∞, the stream function satisfies (∗). In this interpretation the exponential is related to the
Gibbs measure, which is finite provided ρ > −8π .

This PDE also concerns the description of self-dual condensates of some Chern–Simon–
Higgs model; indeed via its solutions it is possible to describe the asymptotic behavior of a
class of condensates (or multivortex) solutions which are relevant in theoretical physics and
which were absent in the classical (Maxwell–Higgs) vortex theory (see [38,42,43] and references
therein).

Another motivation for the study of (∗) is the problem of prescribing the Gauss curvature of a
surface via a conformal transformation of the metric. Indeed, setting g̃ = e2wg we have

�g̃ = e−2w�g; −�gw + Kg = Kg̃e
2w,

where Kg and Kg̃ are the Gauss curvature of (Σ,g) and of (Σ, g̃). In this context, of particular
interest is the classical Uniformization Theorem, which asserts that every compact surface carries
a conformal metric with constant curvature. Viceversa, given a surface with constant curvature
one may ask whether it is possible to obtain conformal metrics for which the Gauss curvature be-
comes a given function. The latter is known as the Kazdan–Warner problem, or as the Nirenberg
problem when Σ is the standard sphere (see for example [5,7,25]).

Problem (∗) has a variational structure and solutions can be found as critical points of the
functional

Iρ(u) = 1

2

∫
Σ

|∇gu|2 dVg + ρ −
∫
Σ

udVg − ρ log
∫
Σ

h(x)eu dVg, u ∈ H 1
g (Σ). (1.1)

Since Eq. (∗) is invariant when adding constants to u, we can restrict ourselves to the subspace
of the functions with zero average H̄ 1

g (Σ) := {u ∈ H 1
g (Σ): −

∫
Σ

udVg = 0}.
Because of the Moser–Trudinger inequality (see Lemma 2.5) one can easily prove the com-

pactness and the coercivity of Iρ when ρ < 8π and thus one can find solutions of (∗) by
minimization.

If ρ = 8π the situation is more delicate since Iρ still has a lower bound but it is not coer-
cive anymore; in general when ρ is an integer multiple of 8π , the existence problem of (∗) is
much harder (a far from complete list of references on the subject includes works by Chang and
Yang [7], Chang, Gursky and Yang [5], Chen and Li [10], Nolasco and Tarantello [38], Ding,
Jost, Li and Wang [14] and Lucia [30]).

For ρ > 8π , as the functional Iρ is unbounded from below and from above, solutions have to
be found as saddle points.

Li and Shafrir, exploiting an earlier work of Brezis and Merle [2], proved an important com-
pactness property when ρ is not an integer multiple of 8π .

Theorem 1.1. (See [28].) If ρ /∈ 8πN, then solutions of (∗) are bounded in C2,α(Σ) for any
α ∈ (0,1).

When ρ �= 8kπ , this theorem permits to define the global Leray–Schauder degree of (∗).
As a consequence of the homotopy invariance of the degree, it turns out that it is independent
of h, of the parameter ρ ∈ (8kπ,8(k + 1)π) for k ∈ N and of the metric of Σ . In [27], Y.Y. Li
first pointed out that the degree of (∗) only depends on k ∈ N (for ρ ∈ (8kπ,8(k + 1)π)) and
on the Euler characteristic of Σ , χ(Σ), so we will use d(k,χ(Σ)) to denote it. Chen and Lin
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in [12], analyzing the jump values of the degree after crossing the critical thresholds, obtained
the following complete degree-counting formula, extending the results in [15,29].

Theorem 1.2. (See [12].) Let ρ ∈ (8kπ,8(k + 1)π), k ∈ N, then for any (Σ,g) and for any
h ∈ C2(Σ)+:

d
(
k,χ(Σ)

) =
(

k − χ(Σ)

k

)
≡

{
(k−χ(Σ))...(2−χ(Σ))(1−χ(Σ))

k! if k > 0,

1 if k = 0.
(1.2)

In the latter statement we specified what we mean by the binomial coefficient because the
upper term, k − χ(Σ), can be negative; clearly this definition extends the usual one.

Recently an alternative and direct proof of formula (1.2) has been obtained by Malchiodi [34],
via a Morse-theoretical approach. He also provided a clear interpretation of the counting formula,
related to the topology of high and low sublevels.

Remark 1.3. Notice that d(0,2) = 1, d(1,2) = −1, d(k,2) = 0 for any k � 2 so if Σ has the
homology of a sphere the degree does not suffice existence of a solution; while when Σ has the
homology of a torus, since d(k,0) = 1 for any k � 0, we can deduce existence but we have no
information about multiplicity.

Finally, Djadli generalized these previous results establishing the existence also in the case of
positive Euler characteristic.

Theorem 1.4. (See [16].) If ρ ∈ (8kπ,8(k + 1)π), then for any (Σ,g) and for any h ∈ C2(Σ)+
there exists a solution of (∗).

To do that, he deeply investigated the topology of low sublevels of Iρ in order to perform
a min–max scheme (already introduced in Djadli and Malchiodi [17]). A crucial observation,
as noticed in [11], is that the constant in the Moser–Trudinger inequality (2.2) can be roughly
divided by the number of regions where eu∫

Σ eu is supported (see Lemma 2.6 for details). As a

consequence, if ρ ∈ (8kπ,8(k +1)π) and if Iρ attains large negative values, eu∫
Σ eu has to concen-

trate near at most k points of Σ , in the sense specified in Lemma 2.7. From these considerations
one is led naturally to associate with eu∫

Σ eu a probability measure
∑k

i=1 tiδxi
with (xi)i ∈ Σ and∑k

i=1 ti = 1. The set of such objects, denoted here by Σk is known in literature as the formal set
of formal barycenters of Σ of order k. It is in fact possible to prove that {Iρ � −L} has the same
homology of Σk for L very large positive [34].

The purpose of this paper is to prove generic multiplicity of solutions also in the cases when
χ(Σ) � 0 (see Remark 1.3) and to improve for the other surfaces the estimate of the number of
solutions which can be derived from Theorem 1.2. Our main result reads as follows.

Theorem 1.5. Let ρ ∈ (8kπ,8(k + 1)π), k ∈ N∗. Then, for a generic choice of the metric g and
of the function h (namely for (g,h) in an open and dense subset of M2 × C2(Σ)+)

#
{
solutions of (∗)

}
�

{
pk if χ(Σ) = 2,∑k

r=0

(
k−r−χ(Σ)+1

k−r

)
pr if χ(Σ) � 0,

(1.3)

where p0 = 1, p2m+1 = p2m = ∑m
pj for any m ∈ N∗.
j=0
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Moreover the latter estimate holds true also for (g,h) in an open and dense subset of
M2

1 × C2(Σ)+.

In the above statement M2 stands for the space of all C2 Riemannian metrics on Σ equipped
with the C2 norm (see (4.1)), while M2

1 is the subset of M2 of the metrics g such that∫
Σ

dVg = 1.

Remark 1.6. In literature it is usually studied the case when Volg(Σ) := ∫
Σ

dVg = 1, namely
when g ∈ M2

1. It is for this reason that we specified that the set of (g,h) for which (1.3) holds
true is dense not only in M2 × C2(Σ)+ but also in M2

1 × C2(Σ)+.

By direct calculation and an asymptotic formula for the sequence pr , obtained in [32], from
the latter theorem the following corollary can be derived.

Corollary 1.7. Under the hypotheses of Theorem 1.5, for generic (g,h) ∈ M2 × C2(Σ)+:

1. For any Σ and for any k ∈ N∗ (except the case χ(Σ) = 2 and k = 1)

#
{
solutions of (∗)

}
> d

(
k,χ(Σ)

)
� 0,

where by d(k,χ(Σ)) we mean the Leray–Shauder degree of Eq. (∗) (see (1.2)).
When χ(Σ) = 2 and k = 1 the right-hand side of formula (1.3) is simply equal to 1 =
|d(1,2)|.

2. For any Σ , as k � k0, k0 ∈ N∗ (independent of Σ ),

#
{
solutions of (∗)

}
� C

( [ k
2 ]

log[ k
2 ]

) 1
2l2

log(
[ k

2 ]
log[ k

2 ] )+1+ ll2
l2

[
k

2

]( 1
l2

− 1
2 )

, (1.4)

where by [ k
2 ] we mean the integer part of k

2 , l2 := log 2 and ll2 =: log log 2; so in particular
for any Σ

#
{
solutions of (∗)

} → +∞ as k → +∞.

Moreover points 1 and 2 hold true also for (g,h) in an open and dense subset of M2
1 ×C2(Σ)+.

Remark 1.8. Actually it is not surprising that our estimate improves the one obtained with the
degree. Indeed we tackle the problem using Morse inequalities and in general Morse theory
gives more information about the structure of the critical points compared to degree theory, just
because one includes the other as a particular case.

Besides it is worth pointing out that our estimate is not only better than the degree (point 1
of Corollary 1.7) but improves considerably the order of infinity, as ρ → +∞ of the number of
solutions (point 2 of Corollary 1.7). Indeed for χ(Σ) � 0 |d(k,χ(Σ))| � 1 and for χ(Σ) < 0
the degree is just a polynomial in k, more precisely d(k,χ(Σ)) = Ok(k

−χ(Σ)); while by means
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of the rough estimate n
log(n)

� n
1
2 (which holds for any n � 2) formula (1.4) implies that

#
{
solutions of (∗)

}
� C

[
k

2

] 1
8l2

log[ k
2 ]+ 2+ll2

2l2
.

To prove Theorem 1.5 we first show that we are in position to apply a transversality result
(Theorem 4.3) which guarantees that for (g,h) in an open and dense subset of M2 × C2(Σ)+
all the critical points of Iρ are non-degenerate. Then we just need to derive the estimate (1.3)
under the further assumption that all the critical points of Iρ are non-degenerate, i.e. that Iρ is a
Morse functional. In these hypotheses we can exploit the weak Morse inequalities (Theorem 2.4),
which, together with the exactness of the homology of a pair, permit to prove that

#
{
solutions of (∗)

}
�

∑
q�0

dimHq

({Iρ � b}, {Iρ � −L};Z2
)
. (1.5)

Actually Morse inequalities require the Palais–Smale condition to hold, which is not known
for Iρ , but a deformation lemma from [34] (see also [31]) allows to overcome the problem.
From formula (1.5) it is clear that the core of the analysis is the understanding of the homology
groups of high and low sublevels. In [34] the author proved that for large values of b the sublevel
{Iρ � b} has the homology of a point while for dealing with low sublevels we can take advantage
of the aforementioned characterization in [16] (see Theorem 2.8).

From these considerations it can be deduced that the problem reduces to the computation of
the following sum:

∑∞
q�0 dim H̃q(Σk;Z2). To get it we use a theorem due to Kallel and Karoui

[24] dealing with the homology of the set of formal barycenters on topological spaces (and so
on manifolds, see Theorem 3.1), which in particular, combined with results in [36,37], permits
to have a nice description of the homology of the family of formal barycenters on spheres of any
dimension.

In four-dimensional geometry there exists a conformally covariant operator, the Paneitz op-
erator (introduced in [39]), which enjoys analogous properties to the Laplace–Beltrami operator
on surfaces, and to which is associated a natural concept of curvature: the Q-curvature (intro-
duced in [1]). Let denote by Pg this operator and by Qg the Q-curvature corresponding to a given
4-manifold (M,g). Their expressions in terms of the Ricci tensor Ricg and of the scalar curvature
Rg are as follows

Pg(ϕ) = 	2
gϕ + divg

(
2

3
Rgg − 2 Ricg

)
dϕ, Qg = − 1

12

(
	gRg − R2

g + 3|Ricg|2
)
,

and considering the conformal change of metric g̃ = e2ug, Qg̃ is given by

Pgu + 2Qg = 2Qg̃

e4u∫
M

e4u dVg

. (1.6)

Apart from the analogy with the prescribed Gauss curvature equation, there is an extension of the
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Gauss–Bonnet formula involving the Weyl tensor W and the integral of Qg , which is a conformal
invariant:

4π2χ(M) =
∫
M

(
Qg + 1

8
|W |2

)
dVg. (1.7)

We refer to [6,9,22] for details.
As for the Uniformization theorem one can ask whether every four-manifold (M,g) carries a

conformal metric g̃ for which the corresponding Q-curvature Qg̃ is a constant. Writing g̃ = e2ug

the question amounts to solving (1.6) in u with Qg̃ constant, namely the equation

Pgu + 2Qg = 2kP

e4u∫
M

e4u dVg

, (#)

where kP := ∫
M

Qg dVg .
Concerning the Q-curvature equation, again applying Morse inequalities, we can prove the

following multiplicity result.

Theorem 1.9. Let (M,g) be a compact four-manifold such that the Paneitz operator Pg has
k̄ negative eigenvalues and only trivial kernel (the constant functions) and such that kP :=∫
M

Qg dVg ∈ (8kπ2,8(k + 1)π2), for some k ∈ N∗. If in addition all the solutions of (#) are
non-degenerate, then

#
{

solutions of (#)
}

�
{

pk if χ(M) = 2,

pk + ∑k−1
r=0

(
k−r+χ(Σ)−3

k−r

)
pr if χ(M) � 3,

(1.9)

where p0 = 1, p2m+1 = p2m = ∑m
j=0 pj for any m ∈ N∗.

We point out that, for kP ∈ (8kπ2,8(k + 1)π2), formula (1.7) implies 2k � χ(M); in par-
ticular χ(M) is always greater or equal than 2 for any k � 1. Therefore the statement above
takes into account all the possible situations which can occur with kP ∈ (8kπ2,8(k + 1)π2),
k ∈ N∗.

Moreover when kP /∈ 8Nπ2 from a theorem in [33] (see also [19]) the equation is compact so
it still makes sense to define its Leray–Schauder degree. In particular Malchiodi computed it in
[34] and thanks to (1.7) it can be immediately seen that, contrary to what happens for Eq. (∗),
the degree is always positive.

Although in the case of four-manifolds there is no any classification result in terms of the
Euler characteristic, the latter result permits to improve the degree estimate, as specified in the
following corollary.

Corollary 1.10. For any (M,g) satisfying the hypotheses of Theorem 1.9 with kP :=∫
M

Qg dVg ∈ (8kπ2,8(k + 1)π2), then, except for χ(M) = 2 and k = 1,

#
{

solutions of (#)
}

>
∣∣dP

(
k, k̄, χ(M)

)∣∣ > 0

where by dP (k, k̄, χ(M)) we mean the Leray–Shauder degree of Eq. (#) (see (4.7) in Section 4.1).
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When χ(M) = 2 and k = 1 the r.h.s. of formula (1.3) is just equal to 1 = |dP (1, k̄,2)| for
any k̄.

Actually, exactly as in Corollary 1.7, it can also be proved that under these hypotheses the
number of solutions of (#) for k large enough can be estimated from below by the r.h.s. of
formula (1.4). But in fact this is not as relevant as for Eq. (∗) because now k and χ(M) are
related by (1.7) and so it is not possible to fix M and let k tend to +∞.

The structure of the paper is the following. In Section 2 we collect some notations and
preliminary results concerning compactness properties for (∗) and the topological structure of
Iρ ’s sublevels. We also recall Morse inequalities and some basic notions in algebraic topology.
Section 3 is devoted to get an explicit expression of the sum

∑∞
q�0 dim H̃q(Σk;Z2). Then in

Section 4 we prove Theorem 1.5 and Corollary 1.7 and we also deal with the case of Eq. (#),
proving Theorem 1.9. Finally Appendix A contains some lemmas needed to prove the generic
nondegeneracy.

2. Notations and preliminaries

In this section we collect some facts needed in order to obtain the multiplicity result. First of
all we state a deformation lemma, proved in [31], and a compactness property of solutions of (∗)
derived in [27]. These last results, for ρ �= 8kπ , allow us to overcome the possible failure of the
Palais–Smale condition and to get a counterpart of the classical deformation lemma. Moreover
we recall the Morse inequalities. Next, we consider some improvements of the Moser–Trudinger
inequality which are useful to study the topological structure of the sublevels of Iρ . Finally we
collect some basic notions in algebraic topology.

Let now fix our notation. The symbol Br(p) denotes the metric ball of radius r and center p.
As already specified we set H̄ 1

g (Σ) := {u ∈ H 1
g (Σ): −

∫
Σ

udVg} and the genus of Σ will be
denoted as g(Σ).

We want to stress that (∗) and Iρ depend on ρ, g and h (as (#) depends on g) and sometimes
to stress this dependence and to avoid any ambiguity we will write Iρ,(g,h) for Iρ .

Large positive constants are always denoted by C, and the value of C is allowed to vary from
formula to formula.

2.1. Deformation lemma, compactness and Morse inequalities

It is well known that, if I ∈ C1(H 1
g (Σ),R) satisfies the Palais–Smale condition, a classical

deformation lemma ensures that we have the following alternative: either

1. {I � a} is a deformation retract of {I � b} (a < b), or
2. there is a critical point ū for the functional I , with a � I (ū) � b.

This lemma, which is usually employed to derive existence of critical points, can be obtained by
considering the pseudo-gradient vector field associated to I .

Unfortunately, for our functional Iρ , the (PS)-condition is known to hold only for bounded
sequences; Lucia in [31] bypassed this problem modifying the usual flow.



2172 F. De Marchis / Journal of Functional Analysis 259 (2010) 2165–2192
Lemma 2.1. Given a, b ∈ R, a < b, the following alternative holds: either

1. ∃(ρn,un) ⊂ R × H̄ 1
g (Σ) satisfying

I ′
ρn

(un) = 0 for every n, a � Iρ(un) � b, ρn → ρ,

2. or the set {Iρ � a} is a deformation retract of {Iρ � b}.

By deformation retract onto A ⊂ X we mean a continuous map η : [0,1] × X → X such that
η(t, u0) = u0 for every (t, u0) ∈ [0,1] × A and such that η(1, ·)|B is contained in A.

This lemma is still too weak because it only guarantees that if sublevels are not homotopi-
cally equivalent, then there exists a sequence of solutions of perturbed problems. Nevertheless,
if ρ �= 8kπ , as in our case, a compactness result due to Li, [27], comes to our rescue.

Theorem 2.2. If ρ �= 8kπ , k ∈ N, ρn → ρ and (un)n ⊂ H 1
g (Σ) is a sequence of solutions of (∗)

relative to ρn such that
∫
Σ

heun dVg = 1, then (un)n admits a subsequence converging in C2 to
a solution of (∗) relative to ρ.

So, employing together Lemma 2.1 and Theorem 2.2 (just considering the right normal-
ization), it is immediate to establish a strong result concerning our functional Iρ , through and
through analogous to the classical aforementioned deformation lemma.

Corollary 2.3. If ρ �= 8kπ and if Iρ has no critical levels inside some interval [a, b], then
{Iρ � a} is a deformation retract of {Iρ � b}.

Next we recall a classical result in Morse theory: Morse inequalities.

Theorem 2.4. Let N be an Hilbert manifold, f ∈ C2(N;R) be a Morse function (i.e. all critical
points are non-degenerate) satisfying the (PS)-condition. Let a, b (a < b) be regular values for
f and

Cq := #
{
critical points of f in {a � f � b} with index q

}
,

βq(a, b) := dim
(
Hq

({f � b}, {f � a}; F
))

, where F is a field,

then

n∑
q=0

(−1)n−qCq �
n∑

q=0

(−1)n−qβq(a, b), n = 0,1,2, . . . (strong inequalities),

Cq � βq(a, b), q = 0,1,2, . . . (weak inequalities).

To prove the above inequalities the (PS)-condition is not necessarily needed, it only suffices
that appropriate deformation lemmas for f hold true (see for example [4, Theorem 4.3, p. 3,
Lemma 3.2, p. 21, and Theorem 3.2, p. 23]). Therefore this hypothesis can be replaced by the
request that some proper deformation lemmas hold for f . We now want to point out that, despite
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the (PS)-condition is not known for Iρ , is still possible to get Theorem 2.4 for N = H̄ 1
g (Σ) and

f = Iρ , under the further assumption that all the critical points of Iρ are non-degenerate.
In [34] (proof of Theorem 1.2) Malchiodi defined a new flow W̃ , which is nothing but the

steepest descent flow in a big ball of H̄ 1
g (Σ), containing all the critical points of Iρ (such a ball

exists by Theorem 1.1), and which coincides with the flow W constructed by Lucia outside a
bigger ball. More precisely:

W̃ (u) := −θ(u)∇Iρ(u) + (
1 − θ(u)

)
W(u) (2.1)

where θ : H̄ 1
g (Σ) → [0,1] is a radial cutoff function satisfying

θ(u) = 1 for u ∈ BR; θ(u) = 0 for u ∈ H̄ 1
g (Σ) \ B2R .

By means of W̃ it is still possible to get the alternative of Lemma 2.1, but this flow has been de-
fined because, unlike W , it allows to adapt to Iρ the classical deformation lemmas [4, Lemma 3.2,
p. 21, and Theorem 3.2, p. 23] needed so that Theorem 2.4 can be applied.

To sum up, if Iρ is a Morse functional and a and b are regular values for Iρ , then the weak
and the strong Morse inequalities are verified.

2.2. Topology of sublevels

First of all we recall the well-known Moser–Trudinger inequality on compact surfaces (see,
e.g., [21]).

Lemma 2.5 (Moser–Trudinger inequality). There exists a constant C, depending only on (Σ,g)

such that for all u ∈ H 1
g (Σ)

∫
Σ

e

4π(u−ū)2∫
Σ |∇gu|2 dVg dVg � C, (2.2)

where ū := −
∫

Σ
udVg . As a consequence one has that for any p � 0 and for all u ∈ H 1

g (Σ)

log
∫
Σ

ep(u−ū) dVg � p2

16π

∫
Σ

|∇gu|2 dVg + C. (2.3)

Chen and Li [11] showed from this result that if eu has integral controlled from below (in
terms of

∫
Σ

eu dVg) into (l + 1) distinct regions of Σ , the constant 1
16π

can be basically divided
by (l + 1), in the sense specified in the following result.

Lemma 2.6. Let δ0, γ be positive real numbers, and for a fixed integer l, let Ω1, . . . ,Ωl+1 be
subsets of Σ satisfying dist(Ωi,Ωj ) � δ0, for i �= j . Then for any ε̃ > 0 there exists a con-
stant C = C(l, ε̃, δ0, γ0) such that log

∫
Σ

e(u−ū) dVg � C + 1
16(l+1)π−ε̃

∫
Σ

|∇gu|2 dVg for all the

functions u ∈ H 1(Σ) satisfying
∫

eu dVg � γ0
∫

eu dVg for every i ∈ {1, . . . , l + 1}.
g Ωi Σ
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Therefore if ρ ∈ (8kπ,8(k + 1)π) for some k ∈ N Lemma 2.6 implies that if l � k then
the functional Iρ stays uniformly bounded from below. Qualitatively if Iρ attains large negative
values, eu∫

Σ eu has to concentrate near at most k points of Σ . Indeed, using the previous lemma and

a covering argument, Ding, Jost, Li and Wang obtained (see [15] or [16]) the following result.

Lemma 2.7. Assuming ρ ∈ (8kπ,8(k + 1)π) with k ∈ N, the following property holds.
For any ε > 0 and any r > 0 there exists a large positive constant L = L(ε, r) such that
for every u ∈ H 1

g (Σ) with Iρ(u) � −L, there exist k points p1,u, . . . , pk,u ∈ Σ such that∫
Σ\⋃k

i=1 Br (pi,u)
eu dVg/

∫
Σ

eu dVg < ε.

By means of Lemma 2.7 one has that the probability measure eu∫
Σ eu is close to some formal

barycenter σ ∈ Σk . We recall that

Σk =
{

k∑
i=1

tiδxi

∣∣∣ ti � 0,

k∑
i=1

ti = 1, xi ∈ Σ

}
, (2.4)

where δxi
stands for the Dirac mass at xi . It was indeed shown in [16] that is possible to map

continuously low sublevels of the Euler functional into Σk and, viceversa, one can map Σk into
arbitrarily low sublevels. The composition of the former map with the latter can be taken to be
homotopic to the identity on Σk , and hence the following result holds true.

Proposition 2.8. (See [34].) If k ∈ N and ρ ∈ (8kπ,8(k + 1)π), there exists L > 0 such that
{Iρ � −L} has the same homology as Σk .

On the other hand in [34] Corollary 2.3 is used to prove that, since Iρ stays uniformly bounded
on the solutions of (∗) (by Theorem 1.1), it is possible to retract the whole Hilbert space H̄ 1

g (Σ)

onto a high sublevel {Iρ � b}, b 
 0. More precisely:

Proposition 2.9. (See [34].) If ρ ∈ (8kπ,8(k + 1)π) for some k ∈ N and if b is sufficiently large
positive, the sublevel {Iρ � b} is a deformation retract of X, and hence it has the same homology
of a point.

Remark 2.10. Let notice that, since the set Σk is not contractible, Proposition 2.8 together with
Proposition 2.9 and Corollary 2.3 permit to derive an alternative proof of the general existence
result due to Djadli.

2.3. Some notions in algebraic topology

In this subsection we recall some well-known definitions in algebraic topology. Throughout,
the sign � will refer to homotopy equivalences, while ∼= will refer to homeomorphisms between
topological spaces or isomorphisms between groups. Given a pair of spaces (X,A) we will de-
note by Hq(X,A) (resp. Hq(X,A)) the relative q-th homology (resp. cohomology) group and by
H̃q(X) := Hq(X,x0) (resp. H̃ q(X) := Hq(X,x0)) the reduced homology (resp. cohomology),
where x0 ∈ X.
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Join. The join of two spaces X and Y is the space of all segments “joining points” in X to points
in Y . It is denoted by X ∗ Y and is the identification space

X ∗ Y := X × [0,1] × Y/(x,0, y) ∼ (
x′,0, y

)
, (x,1, y) ∼ (

x,1, y′) ∀x, x′ ∈ X, ∀y, y′ ∈ Y.

Wedge sum. Given spaces X and Y with chosen points x0 ∈ X and y0 ∈ Y , then the wedge sum
X ∨ Y is the quotient of the disjoint union X

∐
Y obtained by identifying x0 and y0 to a single

point. If {x0} (resp. {y0}) is a closed subspace of X (resp. Y ) that is a deformation retract of some
neighbourhood in X (resp. Y ), then H̃q(X ∨Y) ∼= H̃q(X)⊕ H̃q(Y ), provided that the wedge sum
is formed at basepoints x0 and y0.

Smash product. Inside a product space X × Y there are copies of X and Y , namely X × {y0}
and {x0} × Y for points x0 ∈ X and y0 ∈ Y . These two copies of X and Y in X × Y intersect
only at the point (x0, y0), so their union can be identified with the wedge sum X ∨ Y . The smash
product X ∧ Y is then defined to be the quotient X × Y/X ∨ Y . For example Sn ∧ Sm ∼= Sn+m.

Suspension. The k-fold (unreduced) suspension of X is defined to be Sk−1 ∗X, while the k-fold
reduced suspension is the smash product Sk ∧ X. A useful property of the reduced suspension is
that, for any q,n � 0, H̃q(X) ∼= H̃q+n(S

n ∧X). It is crucial to notice that reduced and unreduced
constructions are homotopy equivalent constructions for the spaces we will deal with. In the
following we will often use the latter property for replacing in some results of [24] the unreduced
suspension by the reduced one.

Reduced symmetric product. We denote by SPk(X) the k-th reduced symmetric product which
is the symmetric smash product X(k)/Sk , where X(k) is the k-fold smash product of X with
itself and Sk is the permutation group. We set SP0(X) = S0. Let us recall also another charac-
terization of the reduced symmetric product. Write SPk(X) for the k-th symmetric product of X

obtained as the quotient of Xk by the permutation action of Sk . There is a topological embedding
SPk−1(X) ↪→ SPk(X) which adjoins the basepoint to a configuration in SPk−1(X) and SPk(X) is
nothing but the cofiber of this embedding, SPk(X) ∼= SPk(X)/SPk−1(X). So a theorem by Dold
[18, Theorem 7.2] on the homology of symmetric products of simplicial complexes implies that
the homology of reduced symmetric products only depends on the homology of the underlying
space. Moreover it has been proved that SPk(X ∨ Y) = ∨

r+s=k SPr (X) ∧ SPs(Y ); finally in the
case of the 2-sphere SPk(S2) ∼= S2k (see [24]).

Eilenberg–MacLane space. A space X having just one nontrivial homotopy group πn(X) ∼= G

(where G is a group and n ∈ N) is called an Eilenberg–MacLane space K(G,n). For any choice
of G and n it is possible to build a K(G,n) space and moreover the homotopy type of a K(G,n)

space is uniquely determined by G and n.

Steenrod squares. Steenrod defined some homomorphisms between cohomology groups:
Sqi : Hn(X;Z2) → Hn+i (X;Z2) (i � 0), where X is any topological space. Properties of those
homomorphisms can be found in [41] and references therein. To abbreviate notation we will
denote the composition Sqi1 ◦ Sqi2 ◦ · · · ◦ Sqim by SqI , where I = {i1, i2, . . . , im}.

Finally let us recall a basic result in homology (see [23, Theorem 2.13, p. 114, and Proposi-
tion 2.22, p. 124]).
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Theorem 2.11. If X is a space and A is a nonempty closed subspace that is a deformation retract
of some neighbourhood in X, then there is an exact sequence

· · · → H̃q(A) → H̃q(X) → Hq(X,A) → H̃q−1(A) → ·· · → H̃0(X,A) → 0.

3. Computation of
∑∞

q�0 dim H̃q(Σk;ZZZ2)

We now focus on the homology with coefficient in Z2 of Σk , i.e. the set formal barycenters
of a surface Σ of order k, defined in (2.4). We will present the main steps of the procedure,
performed in [24], to achieve a description of H∗((S2)k;Z2) and we will derive from that the
description in the case of any surface.

Then we will compute the sum of the dimensions of the homology groups of Σk , the real
interest of this section. More precisely we will show that

∑∞
q�0 dim H̃q(Σk;Z2) equals the r.h.s.

of formula (1.3).
First of all the main theorems in [24], dealing with the space of formal barycenters on topo-

logical spaces, imply in particular that

Theorem 3.1. For any manifold M , let Mk denote the set of formal sums

Mk :=
{

k∑
i=0

tiδxi
:

k∑
i=0

ti = 1, ti � 0, xi ∈ M

}
(3.1)

endowed with the weak topology of distributions.
Then for any q � 0, H̃q(Mk;Z2) ∼= Hq+1(SPk(S1 ∧ M);Z2).

Remark 3.2. A key point is that, thanks to the isomorphism above, in the case of a surface Σ ,
the homology of Σk only depends on the homology of Σ , in particular on its genus.

Let us consider two particular situations. When M ∼= Sn, applying Theorem 3.1 we can im-
mediately describe the reduced homology of the space of formal barycenters by means of the
homology of a reduced symmetric product of Sn. With some more work we can also deal with
the case when M is a surface of genus g, reducing again the comprehension of the homology
of the formal barycenters to the understanding of the homology of a reduced symmetric product
of S3.

• Let M ∼= S2, then for any q � 0

H̃q

((
S2)

k
;Z2

) ∼= Hq+1
(
SPk

(
S3);Z2

)
. (3.2)

• Let M ∼= Σg , a surface of genus g. Notice that S1 ∧ Σg has the same homology of S3 ∨
(
∨2g

j=1 S2); hence, recalling that the reduced symmetric product of a space only depends on
its homology and using, in order, the properties of the reduced symmetric product, those
of the homology of the wedge sum, the fact that SPn(S2) ∼= S2n and the properties of the
homology of the reduced suspension, we obtain for any q � 0:
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H̃q

(
(Σg)k;Z2

) ∼= Hq+1
(
SPk

(
S1 ∧ Σg

);Z2
)

∼= Hq+1

(
SPk

(
S3 ∨

( 2g∨
j=1

S2

))
;Z2

)

∼= Hq+1

( ∨
r+s1+···+s2g=k

(
SPrS3 ∧

( 2g∧
j=1

SPsj S2

))
;Z2

)

∼=
⊕

r+s1+···+s2g=k

Hq+1

(
SPrS3 ∧

( 2g∧
j=1

SPsj S2

)
;Z2

)

∼=
⊕

r+s1+···+s2g=k

Hq+1

(
SPrS3 ∧

( 2g∧
j=1

S2sj

)
;Z2

)

∼=
⊕

r+s1+···+s2g=k

H̃q−2k+2r+1
(
SPr

(
S3);Z2

)
. (3.3)

In the last line we mean H̃q−2k+2r+1(SPr (S3)) to be 0 if q < max{0,2k − 2r − 1}.

The above examples show that it is really useful to have a description of H̃∗(SPr (Sn+1);Z2)

for r � 1, being SP0(Sn+1) = S0. Actually what we need is to estimate the dimensions of the
homology groups H̃q(SPr (Sn+1);Z2), seen as vector spaces. To do that it will be more conve-
nient, at least for notations, to switch by duality to cohomology; namely to study the dual vector
space H̃ ∗(SPr (Sn+1);Z2). In fact at the moment we are just interested in the case n = 2, but the
general case will be exploited in Section 4.1.

General facts about symmetric products [23, p. 483] show that

H̃ ∗(SPr
(
Sn+1);Z2

)
↪→

⊗
i�0

H ∗(K(
H̃i

(
Sn

)
, i + 1

);Z2
) = H ∗(K(Z, n + 1);Z2

)
.

Actually we will just summarize how Kallel and Karoui found it, deeply using works of Mil-
gram [36], Nakaoka [37] and Serre [41]. Using the Steenrod splitting it is possible to write

H̃ ∗(K(Z, n);Z2
) ∼=

⊕
j�1

H̃ ∗(SPj Sn;Z2
);

therefore, if we are able to filter H̃ ∗(K(Z, n);Z2) over the positive integers so that
H̃ ∗(SPj Sn;Z2) corresponds to the class of filtration degree precisely j , we are done. This pro-
cedure rely on the following result:

Theorem 3.3. (See [41].) H ∗((Z, n);Z2) is the polynomial algebra with coefficients in Z2 gener-
ated by the iterated Steenrod squares SqI (un), where un is the only generator of Hn((Z, n);Z2)

and I = {i1, . . . , ir } is admissible, i.e. if I satisfies the conditions below:
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1. i1 − i2 − · · · − im < n,
2. ik � 2ik+1, k = 1,2, . . . ,m − 1,
3. im > 1.

Finally the following theorem leads to the characterization of H̃ ∗(SPrSn+1;Z2).

Theorem 3.4. (See [36,37].) Set the filtration degree of SqI (un), I = {i1, i2, . . . , im}, to be 2m.
Then H̃ ∗(SPrSn+1;Z2) corresponds to elements of exact filtration r in H ∗((Z, n);Z2).

In particular when n = 3:

H̃ ∗(SPrS3;Z2
) ∼= Z2[f(3,1), f(5,2), . . . , f(2i+1+1,2i ), . . .]r (3.4)

where f(3,1) = u3 and, for i � 1, f(2i+1+1,2i ) = SqIu3 with I = {2i , . . . ,4,2}.

Since after considering the filtration H ∗(SPrS3;Z2) is a bigraded algebra over Z2, writing
f(q,m) we want to emphasize that f(q,m) is an element of cohomological degree q and filtration
degree m.

Clearly Theorem 3.1 together with Theorem 3.4 (see also (3.2)) yield by duality to a com-
plete description of H̃∗((S2)k;Z2). Notice also that our computations in (3.3) allow to describe
H̃∗(Σk;Z2) for any other Σ .

We can now turn to the estimate of
∑∞

q�0 dim H̃q(Σk;Z2). By (3.2), (3.3) and using that for

any k � 1 SPk(S3) is connected while SP0(S3) = S0 we obtain

∑
q�0

dim H̃q(Σk;Z2)

=
{∑

q�0 dim(H̃q(SPkS3;Z2)) if g(Σ) = 0,∑k
r=0

(
k−r+2g−1

k−r

)∑
q�0 dim(H̃q(SPrS3;Z2)) if g = g(Σ) > 0.

(3.5)

In the last line the binomial coefficient
(
k−r+2g−1

k−r

)
counts the number of tuples (s1, . . . , s2g) such

that
∑2g

j=1 sj = k − r ; instead we denote as g(Σ) the genus of the surface Σ .
Formula (4.6) rewritten in terms of the Euler characteristic of Σ , χ(Σ) = 2 − 2g(Σ), be-

comes:

∑
q�0

dim H̃q(Σk;Z2)

=
{∑

q�0 dim(H̃q(SPkS3;Z2)) if χ(Σ) = 2,∑k
r=0

(
k−r−χ(Σ)+1

k−r

)∑
q�0 dim(H̃q(SPrS3;Z2)) if χ(Σ) � 0.

(3.6)

In order to estimate, given r � 1, the quantity
∑

q�0 dim(H̃q(SPrS3;Z2)), we can first pass

to cohomology by duality, being dim(H̃q(SPrS3;Z2)) = dim(H̃ q(SPrS3;Z2)), and then exploit
the isomorphism in (3.4) and compute how many elements of filtration degree r there are in
Z2[f(3,1), f(5,2), . . . , f(2i+1+1,2i ), . . .]. These elements are of the form
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F(r,n, a1, . . . , ain) = f r−2n
(3,1) f

a1
(21+1+1,21)

. . . f
ain

(2in+1+1,2in )
, (3.7)

where

n ∈ N s.t. r − 2n � 0, i0 := 1, in = max
{
i
∣∣ 2i � 2n

}
,

aj ∈ N s.t.
in∑

j=1

aj 2j = 2n. (3.8)

Since the last condition can be rewritten as
∑in−1

j=0 aj+12j = n, for any n ∈ {0, . . . , [ r
2 ]}, there are

as many in-tuples (a1, . . . , ain) as the partition of n into powers of 2.
Finding such number pn (as a function of n) is a classical problem in combinatorics going

back to Euler. Indeed Euler in [20] showed that pn is described by the following recurrence
formula:

p0 = 1, p2m+1 = p2m =
m∑

j=0

pj , ∀m ∈ N.

In particular, since in our case n is varying in {0, . . . , [ r
2 ]}, adding up over n we obtain

that there are exactly
∑[ r

2 ]
n=0 pn = pr elements of the form (3.7), which are the generators of

Z2[f(3,1), f(5,2), . . . , f(2ir,n+1+1,2ir,n )]r . Finally, this computation together with (3.6) permits to
get an explicit formula for the sum in terms of the elements of the sequence {pn}n:{

pk if χ(Σ) = 2,∑k
r=0

(
k−r−χ(Σ)+1

k−r

)
pr if χ(Σ) � 0.

(3.9)

4. Proofs of the main theorems

Proof of Theorem 1.5. We will first show that for (g,h) in an open and dense subset of
M2 × C2(Σ)+ (resp. M2

1 ×C2(Σ)+) all the critical points of Iρ,(g,h) are non-degenerate. Then
to conclude it will be enough to get the estimate (1.3) under the further assumption that (g,h)

are such that Iρ,(g,h) is a Morse functional.

Step 1. As we just pointed out, our claim is:

for any ρ ∈ (8kπ,8(k + 1)π), then

D(ρ) = {
(g,h) ∈ M2 × C2(Σ)+: all critical points of Iρ,(g,h) are non-degenerate

}
is an open and dense subset of M2 × C2(Σ)+ and

D1(ρ) = {
(g,h) ∈ M2

1 × C2(Σ)+: all critical points of Iρ,(g,h) are non-degenerate
}

is an open and dense subset of M2
1 × C2(Σ)+.

The main tool to prove it is an abstract transversality theorem due to Saut and Temam [40]. In
particular we will apply the following scheme performed by Micheletti and Pistoia in [35].

First of all we introduce the space S 2 of all C2 symmetric matrices on Σ . S 2 is a Banach
space endowed with the C2 norm, defined in the following way. We fix a finite covering {Vα}α∈L
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of Σ such that the closure of Vα is contained in Uα , where {Uα,ψα} is the open coordinate
neighbourhood. If g ∈ S 2 we denote by gij the components of g with respect to the coordinates
(x1, . . . , xN) on Vα . We define

‖g‖2 :=
∑
α∈L

∑
|β|�2

N∑
i,j=1

sup
ψα(Vα)

∂2gij

∂x
β1
1 ∂x

β2
2

. (4.1)

The set M2 of all C2 Riemannian metrics on Σ is an open subset of S 2.
We fix now (g,h) ∈ M2 × C2(Σ)+.
It is easy to verify that there exists δ > 0 such that if g ∈ Gδ := {g ∈ S 2: ‖g‖2 < δ}, ḡ + g

is a Riemannian metric and the sets H 1
ḡ+g(Σ), L2

ḡ+g(Σ), L1
ḡ+g(Σ) coincide respectively with

H 1
ḡ (Σ), L2

ḡ(Σ), L1
ḡ(Σ) and the two norms are equivalent. Moreover we will choose δ sufficiently

small in order to have that ḡ + g ∈ M2 for any h ∈ Hδ := {h ∈ C2(Σ): ‖h‖∞ < δ}.

Definition 4.1. For g ∈ Gδ we set A(g) := Ag : L2
ḡ(Σ) → H 1

ḡ (Σ) to be the only linear operator
such that

(Agu, v)H 1
ḡ+g(Σ) = (u, v)L2

ḡ+g(Σ), ∀v ∈ H 1
ḡ (Σ), ∀u ∈ L2

ḡ(Σ). (4.2)

Clearly

(Agu, v)H 1
ḡ+g(Σ) = (u,Agv)H 1

ḡ+g(Σ), ∀u,v ∈ H 1
ḡ (Σ),

moreover Ag is nothing but the adjoint operator i∗̄g+g of the compact embedding

iḡ+g : H 1
ḡ+g(Σ) → L2

ḡ+g(Σ). Integrating by parts it can be easily checked that the main term
of the explicit expression of Ag is the inverse of the laplacian operator. Let us notice that in the
definition of Ag we used the fact that H 1

ḡ+g(Σ) and H 1
ḡ (Σ) (respectively L2

ḡ+g(Σ) and L2
ḡ(Σ))

are the same as sets and that the two norms are equivalent.
For what concerns the regularity in g of A(g) we have the following result.

Lemma 4.2. The map A : Gδ → L(L
p′
ḡ (Σ);H 1

ḡ (Σ)) is of class C1, where L(L
p′
ḡ (Σ);H 1

ḡ (Σ))

stands for the space of linear operators from L
p′
ḡ (Σ) to H 1

ḡ (Σ).

For the proof, see Lemma 2.3 of [35].
Moreover we can assume that δ is sufficiently small such that there exists R̄ > 0 such that for

any (g0, h0) ∈ Gδ × Hδ all the critical points of Iρ,(ḡ+g,h̄+h) are contained in the ball B := BR̄(0)

of H̄ 1
ḡ (Σ).

We are finally in position to introduce the map F : Gδ × Hδ × B → H̄ 1
ḡ (Σ):

F(g,h,u) := S−1
g

(
F̃g

(
h,Sg(u)

))
, (4.3)

where
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F̃g : Hδ × H̄ 1
ḡ+g(Σ) → H̄ 1

ḡ+g(Σ),

(h,w) �→ w − Ag

(
ρ

(h̄ + h)ew∫
Σ

(h̄ + h)ew dVḡ+g

− ρ∫
Σ

dVḡ+g

+ w

)
,

while Sg : H̄ 1
ḡ (Σ) → H̄ 1

ḡ+g(Σ) is defined as Sg(u) := u − −
∫

Σ
udVḡ+g . Clearly Sg is linear,

invertible and the inverse is given by S−1
g : H̄ 1

ḡ+g(Σ) → H̄ 1
ḡ (Σ), S−1

g (w) := w − −
∫

Σ
w dVḡ .

By the regularity of the map A (see Lemma 4.2) we get that the map F is of class C1.
It is easy to see that (g,h,u) ∈ Gδ × Hδ × B are such that F(g,h,u) = 0 if and only if u is a

critical point of Iρ,(ḡ+g,h̄+h). Taking into account this remark, to establish the claim we need the
following transversality theorem.

Theorem 4.3. (See [40].) Let X, Y , Z be three real Banach spaces and let U ⊂ X, V ⊂ Y be
open subsets. Let F : V × U → Z be a Ck-map with k � 1 such that

(i) for any y ∈ V , F(y, ·) : x �→ F(y, x) is a Fredholm map of index l with l � k;
(ii) z0 is a regular value of F , that is the operator F ′(y0, x0) : Y × X → Z is onto at any point

(y0, x0) such that F(y0, x0) = z0;
(iii) the set of x ∈ U such that F(y0, x0) = z0 with y in a compact set of V is relatively compact

in U .

Then the set {y ∈ V : z0 is a regular value of F(y, ·)} is a dense open subset of V .

If we take as F the map defined in (4.3) and we set X = Z = H̄ 1
ḡ (Σ), Y = S 2 × C2(Σ), V =

Gδ × Hδ , U = B and z0 = 0, all the assumptions of Theorem 4.3 are fulfilled (see Appendix A,
respectively Lemmas A.1, A.5 and A.3). Applying Theorem 4.3 we get that the following set is
an open and dense subset of Gδ × Hδ

{
(g,h) ∈ Gδ × Hδ: F ′

u(g,h,u) : H̄ 1
ḡ → H̄ 1

ḡ is invertible at any point

(g,h,u) such that F(g,h,u) = 0 with u ∈ B
}

=
{
(g,h) ∈ Gδ × Hδ: any u ∈ B solution of the equation

−�ḡ+gu + ρ∫
Σ

dVḡ+g

= ρ
(h̄ + h)eu∫

Σ
(h̄ + h)eu dVḡ+g

is non-degenerate

}

=
{
(g,h) ∈ Gδ × Hδ: any solution of the equation

−�ḡ+gu + ρ∫
Σ

dVḡ+g

= ρ
(h̄ + h)eu∫

Σ
(h̄ + h)eu dVḡ+g

is non-degenerate

}
,

where the last equality follows from our choice of R̄. Finally, since we have this for any (ḡ, h̄) ∈
M2 × C2(Σ)+, the proof of the first part of the claim is complete.
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For what concerns D1(ρ) the openness in M2
1 ×C2(Σ)+ follows immediately from the open-

ness of D(ρ) in M2 × C2(Σ)+. Actually the previous proof also implies the density indeed
focusing on the statement of Lemma A.4 it can be easily understand that we proved that for
any (g,h) ∈ M2 × C2(Σ)+ there exists h̃ arbitrarily close to h such that (g, h̃) ∈ Dρ . Applying
this remark to an element (g,h) ∈ M2

1 × C2(Σ)+ we get the second part of the claim and this
concludes Step 1.

Step 2. In order to prove Theorem 1.5, thanks to what we proved in Step 1, we can assume
without loss of generality that g ∈ M2 and h ∈ C2(Σ)+ are such that all the critical points of
Iρ,(g,h) are non-degenerate. Henceforth we will work assuming this property of g and h to hold
and we will write Iρ for Iρ,(g,h).

Let us fix two real positive numbers b > 0 and L > 0 sufficiently large so that the hypotheses
of Propositions 2.8 and 2.9 are verified and such that b and −L are regular values of Iρ . Thanks
to the considerations at the end of Section 2.1 we can apply Theorem 2.4 and we have that

#{critical points of Iρ in −L � Iρ � b}
�

∑
q�0

βq(−L,b; F ) ≡
∑
q�0

dimHq

({Iρ � b}, {Iρ � −L}; F
)

(4.4)

where F is any field. Hence, to estimate from below the number of critical points we have to
focus on the right-hand side of the previous inequality.

Since −L is a regular value, by Corollary 2.3 we have that {Iρ � −L} is a deformation retract
of some neighbourhood in H 1

g (Σ) and so we can apply Theorem 2.11 obtaining

· · · → H̃q

({Iρ � −L}; F
) → H̃q

({Iρ � b}; F
)

→ Hq

({Iρ � b}, {Iρ � −L}; F
) → H̃q−1

({Iρ � −L}; F
) → ·· · .

Then by Propositions 2.8, 2.9 and from the exactness of the latter homology sequence we get

{
Hq+1

({Iρ � b}, {Iρ � −L}; F
) ∼= H̃q(Σk; F ), q � 0,

H0
({Iρ � b}, {Iρ � −L}; F

) = 0.
(4.5)

Finally (4.4), (4.5) and (3.9) imply that

{
solutions of (∗)

}
� #{critical points of Iρ in −L � Iρ � b}

(4.4)

�
∑
q�0

dimHq

({Iρ � b}, {Iρ � −L};Z2
) (4.5)

�
∑
q�0

dim H̃q(Σk;Z2)

(3.9)=
{

pk if χ(Σ) = 2,∑k
r=0

(
k−r−χ(Σ)+1

k−r

)
pr if χ(Σ) � 0.

(4.6)

This concludes the proof of Theorem 1.5. �
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Proof of Corollary 1.7. 1. Let denote by Nk,χ(Σ) the r.h.s. of formula (1.3). It will be enough
to prove that (except in the case χ(Σ) = 2 and k = 1) Nk,χ(Σ) > d(k,χ(Σ)) � 0. This is trivial
for χ(Σ) = 2, while in the remaining cases, since pr � 1 for any r ∈ N, we have

Nk,χ(Σ) =
k∑

r=0

(
k − r − χ(Σ) + 1

k − r

)
pr �

(
k − χ(Σ) + 1

k

)
p0

= k − χ(Σ) + 1

−χ(Σ) + 1
d
(
k,χ(Σ)

)
> d

(
k,χ(Σ)

)
.

2. To prove this point we will use a formula on the asymptotic behavior of p2n derived by
Mahler (see [32] and also [13]). Let recall his result in an explicit way:

p2n = On(1)

(
n

logn

) 1
2l2

log( n
logn

)+1+ ll2
l2

n
( 1

l2
− 1

2 )
,

where l2 := log 2 and ll2 =: log log 2.
Now just combining Theorem 1.5 with the previous asymptotic formula we obtain esti-

mate (1.4). �
4.1. Generic multiplicity of conformal metrics with constant Q-curvature

The existence of a solution of (#) was proved in [8] under the assumptions Pg � 0 and
kP < 8π2, which are naively the counterpart of ρ < 8π for (∗). Also in this case there is a
variant of the Moser–Trudinger inequality, the Adams inequality, which makes the problem co-
ercive.

In [17] an extension of this result was obtained for a large class of manifolds, assuming
kP �= 8kπ2, k ∈ N, and that Pg has no kernel. The proof relies on a direct min–max method
based on the study of the topology of the sublevels of the associated Euler functional, on some
improvement of the Adams inequality and on some compactness results in [34,19], which are
the counterpart of Theorem 1.1. As mentioned in the Introduction, thanks to the boundedness of
solutions it is possible to define the Leray–Schauder degree of Eq. (#) and the following counting
formula was obtained.

Theorem 4.4. Let (M,g) be a compact four-manifold such that the Paneitz operator Pg has
k̄ negative eigenvalues and only trivial kernel (the constant functions) and such that kP :=∫
M

Qg dVg ∈ (8kπ2,8(k + 1)π2), for some k ∈ N∗. Then the degree of (#) is given by

d
(
k, k̄, χ(M)

) =
{

(−1)k̄ if kP < 8π2;
(−1)k̄

(k−χ(M))...(2−χ(M))(1−χ(M))
k! if kP ∈ (8kπ2,8(k + 1)π2), k ∈ N∗.

(4.7)

Notice that under these hypotheses, since χ(M) � 2k (by formula (1.7)), the degree never
vanishes.

We are now in position to prove Theorem 1.9 and Corollary 1.10.
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Proof of Theorem 1.9. We can reason as in the proof of Theorem 1.5: the main difference is
that the presence of negative eigenvalues for Pg affects the topology of the sublevels of the Euler
functional. In [17] was shown that the counterpart of Proposition 2.8 holds true replacing Σk

with Ak,k̄ = ˜
Mk × Bk̄

1 .

Here Mk is the set of k-barycenters of M (defined in (3.1)), Bk̄
1 the closed unit ball in Rk̄

while the equivalence relation ∼ means that Mk × ∂Bk̄
1 is identified with ∂Bk̄

1 , namely Mk × {y}
for every fixed y ∈ ∂Bk̄

1 is collapsed to a single point.
Therefore following exactly the previous proof, we find that

#
{
solutions of (#)

}
�

∑
q�0

dim H̃q(Ak,k̄;Z2). (4.8)

To compute the latter sum we can use the Mayer–Vietoris sequence, see for example [23, p. 149].
We can cover Ak,k̄ with the two sets

A = Mk × Bk̄
3
4
, B = Mk × (

Bk̄
1 \ Bk̄

1
4

)
,

where Bk̄
r stands for the closed ball of radius r in Rk̄ . Clearly A has the homology type of Mk ,

B that of Sk̄−1 and A ∩ B that of Mk × Sk̄−1. Therefore, by the exactness of the Mayer–Vietoris
sequence and the Kunneth theorem we find the relation

{
H̃k̄+p(Ak,k̄)

∼= H̃p(Mk) for p � 1,

H̃q(Ak,k̄)
∼= 0 for 0 � q � k̄,

which implies

∑
q�0

dim H̃q(Ak,k̄;Z2) =
∑
q�0

dim H̃q(Mk;Z2). (4.9)

From formulas (4.8) and (4.9) we deduce that the problem reduces to the computation of∑
q�0 dim H̃q(Mk;Z2). By Theorem 3.1 we immediately get

∑
q�0

dim H̃q(Mk;Z2) =
∑
q�0

dimHq+1
(
SPk

(
S1 ∧ M

);Z2
)
. (4.10)

Since S1 ∧ M is a CW complex with top integral homology group H5(M;Z) = Z and
rank(H3(M;Z)) � χ(M)− 2, it has the homology of S5 ∨ (

∨χ(M)−2
j=1 S3)∨Y for some topolog-

ical space Y . Thus, as we did in the case of a surface of genus g > 0, we can apply the properties
of the reduced symmetric product and of the homology of the wedge sum to obtain

Hq+1
(
SPk

(
S1 ∧ M

);Z2
)

∼=
⊕

r+s +···+s +t=k

Hq+1

(
SPrS5 ∧

(
χ(M)−2∧

j=1

SPsj S3

)
∧ SPt Y ;Z2

)
.

1 χ(M)−2
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Considering now the sum of the dimensions we have

∑
q�0

dimHq+1
(
SPk

(
S1 ∧ M

);Z2
)

�
∑
q�0

dim H̃q

(
SPkS5;Z2

)

+
k−1∑
r=0

∑
∑χ(M)−2

j=1 sj =k−r

∑
q�0

dimHq+1

(
SPrS5 ∧

(
χ(M)−2∧

j=1

SPsj S3

)
;Z2

)
. (4.11)

Recalling that by definition the smash product X ∧Y is the quotient X ×Y/X ∨Y and using the
exact sequence for relative homology it is possible to see that for any (r, s1, . . . , sχ(M)−2) such

that
∑χ(M)−2

j=1 sj = k − r > 0

H
5r+3

∑χ(M)−2
j=1 sj

(
SPrS5 ∧

(
χ(M)−2∧

j=1

SPsj S3

)
;Z2

)
�= 0. (4.12)

Clearly for χ(M) = 2 we just have

Hq+1
(
SPk

(
S1 ∧ M

);Z2
) ∼=

⊕
r+t=k

Hq+1
(
SPrS5 ∧ SPt Y ;Z2

)

and

∑
q�0

dimHq+1
(
SPk

(
S1 ∧ M

);Z2
)
�

∑
q�0

dim H̃q

(
SPkS5;Z2

)
. (4.13)

Next collecting formulas (4.8), (4.9), (4.10), (4.11), (4.12) and (4.13) we get

#
{
solutions of (#)

}
�

{∑
q�0 dim H̃q(SPkS5;Z2) if χ(M) � 2,∑
q�0 dim H̃q(SPkS5;Z2) + ∑k−1

r=0

(
k−r+χ(M)−3

k−r

)
if χ(M) � 3,

where the binomial coefficient
(
k−r+χ(M)−3

k−r

)
counts the number of tuples (s1, . . . , sχ(M)−2) such

that
∑χ(M)−2

j=1 sj = k − r .
Finally, since all the admissible tuples {i1, . . . , ir } for n = 3 are also admissible for n = 5,

the elements of exact filtration k in H ∗(SPk(S5)) are at least as many as the elements of exact
filtration k in H ∗(SPk(S3)). Then by Theorem 3.4 and duality we have the desired estimate. �
Proof of Corollary 1.10. This estimate follows immediately from Theorem 1.9 indeed it is
sufficient to prove that the r.h.s. of formula (1.9) is greater then d(k, k̄, χ(M)) (except for the
case χ(M) = 2). But this is trivial because for χ(M) � 3
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k∑
r=0

(
k − r + χ(Σ) − 3

k − r

)
�

(
k + χ(Σ) − 3

k

)
>

(χ(M) − k) . . . (χ(M) − 2)(χ(M) − 1)

k!
= ∣∣d(

k, k̄, χ(M)
)∣∣.

On the other hand if χ(M) = 2, then k should be 1 and then p1 = 1 = |d(1, k̄,2)|. �
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Appendix A

In this section we collect some technical lemmas needed to verify that we are in condition to
apply Theorem 4.3. The scheme of the proofs will follow the one performed in the last section
of [35], the main differences are between Lemmas A.5 and 4.3 of [35].

We will keep the notations of Section 4.

Lemma A.1. For any (g,h) ∈ Gδ × Hδ the map u �→ F(g,h,u) with u ∈ B is Fredholm of
index 0.

Proof. For (g0, h0) ∈ Gδ × Hδ and v ∈ H̄ 1
ḡ (Σ) we have

F ′
u(g0, h0, u0)[v]
= S−1

g0

(
(F̃g0)

′
w

(
h0, Sg0(u0)

)[
Sg0(v)

])
= S−1

g0

(
Sg0 (v) − Ag0

(
ρ

h̃eSg0 (u0)Sg0 (v)
∫
Σ

h̃eSg0 (u0) dVg̃ − h̃eSg0 (u0)
∫
Σ

h̃eSg0 (u0)Sg0 (v) dVg̃

(
∫
Σ

h̃eSg0 (u0) dVg̃)2
+ Sg0 (v)

))

= v − S−1
g0

(
Ag0

(
ρ

h̃eu0v
∫
Σ

h̃eu0 dVg̃ − h̃eu0
∫
Σ

h̃eu0v dVg̃

(
∫
Σ

h̃eu0 dVg̃)
2

+ v

))

:= v − K(v),

where g̃ := ḡ + g0, h̃ := h̄ + h0 and clearly

K(v) = S−1
g0

(
Ag0

(
ρ

h̃eu0v
∫
Σ

h̃eu0 dVg̃ − h̃eu0
∫
Σ

h̃eu0v dVg̃

(
∫
Σ

h̃eu0 dVg̃)
2

+ v

))
.

We will verify that K : H̄ 1
ḡ (Σ) → H̄ 1

ḡ (Σ) is compact and this will end the proof.

If vn is a bounded sequence in H̄ 1
ḡ (Σ), then vn is also bounded in H̄ 1

g̃
(Σ) (because g0 ∈ Gδ).

Then up to a subsequence, vn converges to v in L
q
(Σ) for any q � 1. So, we have
g̃
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( ∫
Σ

∣∣∣∣ρ (
∫
Σ

h̃eu0 dVg̃)h̃eu0(vn − v) − (
∫
Σ

h̃eu0(vn − v)dVg̃)h̃eu0

(
∫
Σ

h̃eu0 dVg̃)
2

+ (vn − v)

∣∣∣∣
2

dVg̃

) 1
2

� ρ

(‖h̃eu0‖L4
g̃
‖vn − v‖L4

g̃

‖h̃eu0‖L1
g̃

+
‖h̃eu0‖2

L2
g̃

‖vn − v‖L2
g̃

‖h̃eu0‖2
L1

g̃

)
+ ‖vn − v‖L2

g̃
→ 0.

Therefore, by continuity of Ag0 and of S−1
g0

, K(vn − v) → 0 in H̄ 1
g̃
(Σ) and so it converges to 0

in H̄ 1
ḡ (Σ). �

Remark A.2. Arguing exactly in the same way we can also prove that for any (g0, h0, u0) ∈
Gδ × Hδ × B the map w �→ (F̃g)

′
w(h,Sg0(u0))[w] for w ∈ H̄ 1

ḡ+g(Σ) is a Fredholm map of
index 0.

Lemma A.3. The set

{
u ∈ B: F(g0, h0, u0) = 0, (g0, h0) belongs to a compact subset of Gδ × Hδ

}

is relatively compact in B ⊂ H̄ 1
ḡ (Σ).

Proof. We show that if un ∈ B is such that F(gn,hn,un) = 0 with gn → g0 and hn → h0, then
un possesses a converging subsequence.

Let us first notice that, thanks to the invertibility of S−1
gn

for any n, F(gn,hn,un) = 0 implies

F̃gn(hn, Sgn(un)) = 0, which in turn is equivalent to

un = Agn

(
ρ

h̃ne
un∫

Σ
h̃neun dVg̃n

− ρ∫
Σ

dVg̃n

+ un

)
.

Since the sequence un is bounded in H 1
ḡ (Σ) and also in H 1

g̃
(Σ) (being g0 ∈ Gδ), un (up to a

subsequence) converges to a function u in L
q
ḡ(Σ) and in L

q

g̃
(Σ) for any q � 1. If we are able to

prove that

∥∥∥∥ρ

(
h̃ne

un∫
Σ

h̃neun dVg̃n

− h̃eu∫
Σ

h̃eu dVg̃

)
− ρ

(
1∫

Σ
dVg̃n

− 1∫
Σ

dVg̃

)
+ (un − u)

∥∥∥∥
L2

ḡ

→ 0,

(A.1)

where g̃n := ḡ + gn and h̃n := h̄ + hn, then we will get the same convergence in L2 and so

g̃
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i∗g̃ (fn) = Ag0(fn)
H 1

g̃
(Σ)−−−−→ Ag0

(
ρ

h̃eu∫
Σ

h̃eu dVg̃

− ρ∫
Σ

dVg̃

+ u

)
, (A.2)

where fn := ρ h̃neun∫
Σ h̃neun dVg̃n

− ρ∫
Σ dVg̃n

+ un.

On the other hand by Lemma 4.2 we have that for some θ ∈ (0,1):

∥∥Agn(fn) − Ag0(fn)
∥∥

H 1
ḡ

= ∥∥A′(g0 + θ(gn − g0)
)[gn − g0](fn)

∥∥
H 1

ḡ

� ‖fn‖L2
ḡ

∥∥A′(g0 + θ(gn − g0)
)[gn − g0]

∥∥
L(L2

ḡ ,H 1
ḡ )

� ‖fn‖L2
ḡ

∥∥A′(g0 + θ(gn − g0)
)∥∥

L(Gδ,L(L2
ḡ ,H 1

ḡ ))
‖gn − g0‖2.

(A.3)

From (A.2) and (A.3) we can deduce that

Agn(fn)
H 1

g̃
(Σ)−−−−→ Ag0

(
ρ

h̃eu∫
Σ

h̃eu dVg̃

− ρ∫
Σ

dVg̃

+ u

)
.

Therefore, since un = Agn(fn), we get the claim.
Finally to conclude it remains to verify (A.1); as gn → g0 in ‖ · ‖2 and un → u0 in L2

ḡ , it will
be enough to prove

∥∥∥∥
( ∫

Σ

h̃eu dVg̃

)
h̃ne

un −
( ∫

Σ

h̃ne
un dVg̃n

)
h̃eu

∥∥∥∥
L2

ḡ

→ 0.

Simply manipulating the integrands and using Holder’s inequality we have

∫
Σ

[( ∫
Σ

h̃eu dVg̃

)
h̃ne

un −
( ∫

Σ

h̃ne
un dVg̃n

)
h̃eu

]2

dVḡ

=
( ∫

Σ

h̃ne
un dVg̃n

)2 ∫
Σ

h̃2e2u

[ ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃
e(un−u) − 1

]2

dVḡ

�
( ∫

Σ

h̃ne
un dVg̃n

)2( ∫
Σ

h̃4e4u dVḡ

) 1
2
( ∫

Σ

[ ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃
e(un−u) − 1

]4

dVḡ

) 1
2

.

The first two terms are bounded according to the Moser–Trudinger inequality (2.3); let us con-
sider the square of the third one and use the simple estimate |ex − 1| � |x|e|x|, the triangular
inequality and Holder’s inequality.
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∫
Σ

[
e

log(

∫
Σ h̃eu dVg̃∫

Σ h̃neun dVg̃n

h̃n

h̃
)+(un−u) − 1

]4
dVḡ

�
∫
Σ

[∣∣∣∣log

( ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃

)
+ (un − u)

∣∣∣∣e| log(

∫
Σ h̃eu dVg̃∫

Σ h̃neun dVg̃n

h̃n

h̃
)+(un−u)|]4

dVḡ

�
∫
Σ

[∣∣∣∣log

( ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃

)
+ (un − u)

∣∣∣∣
4

max

{ ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃
,

∫
Σ

h̃ne
un dVg̃n∫

Σ
h̃eu dVg̃

h̃

h̃n

}4

e4|un−u|
]

dVḡ

�
( ∫

Σ

∣∣∣∣log

( ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃

)
+ (un − u)

∣∣∣∣
12

dVḡ

) 1
3

×
( ∫

Σ

max

{ ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃
,

∫
Σ

h̃ne
un dVg̃n∫

Σ
h̃eu dVg̃

h̃

h̃n

}12

dVḡ

) 1
3
( ∫

Σ

e12|un−u| dVḡ

) 1
3

.

Again the last two terms can be bounded using (2.3), while the cube of the first one can be
controlled by

C

[ ∫
Σ

(
log

( ∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃n

h̃

))12

dVḡ + ‖un − u‖12
L12

ḡ

]

and this sequence converges to 0, as n → +∞, because un → u in L12
ḡ (Σ) and

∥∥∥∥
∫
Σ

h̃eu dVg̃∫
Σ

h̃neun dVg̃n

h̃

h̃n

∥∥∥∥∞
→ 1.

Indeed ‖ h̃

h̃n
‖∞ → 1 and

∫
Σ

h̃(eu − eun) dVg̃∫
Σ

h̃neun dVg̃n

�
∫
Σ

h̃eu(1 − e(un−u)) dVg̃

C
∫
Σ

h̃neun dVg̃

� C
(
∫
Σ

h̃2e2u dVg̃)
1
2∫

Σ
h̃neun dVg̃

( ∫
Σ

(
1 − e(un−u)

)2
dVg̃

) 1
2

� C

( ∫
Σ

|un − u|2e2|un−u| dVg̃

) 1
2

� C‖un − u‖L4
g̃

∥∥e(un−u)
∥∥

L4
g̃

→ 0,

where we used one more time the Holder’s inequality, the estimate |ex − 1| � |x|e|x|, (2.3) and
the fact that un → u in L4

g̃
(Σ). �
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Lemma A.4. For any (g0, h0, u0) ∈ Gδ × Hδ × B it holds that if w ∈ Ker(F̃g0)
′
w(h0, Sg0(u0)) ⊂

H̄ 1
g̃
(Σ) and

(
Sg0

(
F ′

(g,h)(g0, h0, u0)[0, h]),w)
H 1

g̃

= 0, ∀h ∈ C2(Σ)

then w = 0.

Proof. By hypothesis

0 = (
Sg0

(
F ′

(g,h)(g0, h0, u0)[0, h]),w)
H 1

g̃

= (
(F̃g0)

′
h

(
h0, Sg0(u0)

)[h],w)
H 1

g̃

= − ρ

(
∫
Σ

h̃eu0 dVg̃)
2

( ∫
Σ

heu0

[
w

∫
Σ

h̃eu0 dVg̃ −
∫
Σ

h̃eu0w dVg̃

]
dVg̃

)

for any h ∈ C2(Σ). This implies that w
∫
Σ

h̃eu0 dVg̃ − ∫
Σ

h̃eu0w dVg̃ = 0, that is w ≡∫
Σ h̃eu0w dVg̃∫
Σ h̃eu0 dVg̃

is constant. Finally by the fact that w ∈ H̄ 1
g̃
(Σ) we deduce w = 0. �

Lemma A.5. For any (g0, h0, u0) ∈ Gδ × Hδ × B such that F(g0, h0, u0) = 0 and for any b ∈
H̄ 1

ḡ (Σ) there exists (gb,hb, vb) ∈ S 2 × C2(Σ) × H̄ 1
ḡ (Σ) such that

F ′
(g,h)(g0, h0, u0)[gb,hb] + F ′

u(g0, h0, u0)[vb] = b.

Proof. Let us take b ∈ H̄ 1
ḡ (Σ). In the following we will use the notations g̃ := ḡ + g0 and

h̃ := h̄ + h0.
Since by Remark A.2 the selfadjoint operator

w �→ (F̃g0)
′
w

(
h0, Sg0(u0)

)[w]

= w − Ag0

(
ρ

(
∫
Σ

h̃eu0 dVg̃)h̃eu0w − (
∫
Σ

h̃eu0w dVg̃)h̃eu0

(
∫
Σ

h̃eu0)2
+ w

)

is Fredholm of index 0, the following decomposition holds

Im(F̃g0)
′
w

(
h0, Sg0(u0)

) ⊕ Ker(F̃g0)
′
w

(
h0, Sg0(u0)

) = H̄ 1
g̃ (Σ).

We will denote by PIm and PKer the orthogonal projections from H̄ 1
g̃
(Σ) onto Im(F̃g0)

′
w(h0,

Sg0(u0)) and Ker(F̃g0)
′
w(h0, Sg0(u0)), respectively. According to these notations we can decom-

pose b as follows

b = S−1
g0

(
PIm

(
Sg0(b)

)) + S−1
g0

(
PKer

(
Sg0(b)

))
.

Let us show first that there exists hb ∈ C2(Σ) such that

PKer
(
Sg (b)

) = PKer
(
Sg

(
F ′ (g0, h0, u0)[0, hb]

))
. (A.4)
0 0 (g,h)
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Let {w1, . . . ,wν} be a basis of Ker(F̃g0)
′
w(h0, Sg0(u0)) and let us consider the linear function-

als fi : C2(Σ) → R defined by

fi(h) := (
F ′

(g,h)(g0, h0, u0)[0, h],wi

)
H 1

g̃

, i = 1, . . . , ν.

By Lemma A.4 it follows that the fi ’s are independent; then there exist ν linearly independent
functions h1, . . . , hν in C2(Σ) such that fi(hi) = 1 for i = 1, . . . , ν and so we are able to find
hb ∈ C2(Σ) verifying (A.4).

At this point we have

b = S−1
g0

(
PKer

(
Sg0(b)

)) + S−1
g0

(
PIm

(
Sg0(b)

))
= S−1

g0

(
PKer

(
Sg0

(
F ′

(g,h)(g0, h0, u0)[0, hb]
))) + S−1

g0

(
PIm

(
Sg0(b)

))
= S−1

g0

(
Sg0

(
F ′

(g,h)(g0, h0, u0)[0, hb]
))

+ S−1
g0

(
PIm

(−Sg0

(
F ′

(g,h)(g0, h0, u0)[0, hb]
) + Sg0(b)

))
= F ′

(g,h)(g0, h0, u0)[0, hb] + S−1
g0

(
PIm

(
Sg0

(−F ′
(g,h)(g0, h0, u0)[0, hb] + b

)))
.

Now, since by definition PIm(Sg0(−F ′
(g,h)(g0, h0, u0)[0, hb] + b)) ∈ Im(F̃g0)

′
w(h0, Sg0(u0)) it

is clearly possible to find wb ∈ H̄ 1
g̃
(Σ) such that PIm(Sg0(−F ′

(g,h)
(g0, h0, u0)[0, hb] + b)) =

(F̃g0)
′
w(h0, Sg0(u0))[wb].

Finally if we set vb := S−1
g0

(wb) we have

S−1
g0

(
PIm

(
Sg0

(−F ′
(g,h)(g0, h0, u0)[0, hb] + b

))) = S−1
g0

(
(F̃g0)

′
w

(
h0, Sg0(u0)

)[wb]
)

= F ′
u(g0, h0, u0)[vb].

Therefore, taking gb = 0, we get b = F ′
(g,h)(g0, h0, u0)[gb,hb] + F ′

u(g0, h0, u0)[vb].
The proof is thereby complete. �
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