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1 Experimental Methods

Patch clamp experiments on dissociated olfactory sensory neurons Olfactory sensory
neurons were dissociated from the olfactory epithelium of newts (Cynops pyrrhogaster) as de-
scribed in [12, 13], salamanders (Ambystoma tigrinum) as in [7] or mice (BALB/c strain) as in [14].
All experiments were carried out in accordance with the Italian Guidelines for the Use of Labo-
ratory Animals (Decreto Legislativo 27/01/1992, no. 116). Olfactory sensory neurons were iden-
tified by their characteristic bipolar shape and only neurons with clearly visible cilia were used
for the experiments. Currents were measured in the whole-cell voltage-clamp mode as previously
described [13, 7, 14]. Transduction currents were elicited by odorant, IBMX, the photorelease of
cAMP [13, 2] or its non-hydrolyzable form 8-Br-cAMP [2], and were recorded at a holding poten-
tial of -50 mV. IBMX was dissolved in DMSO at 100 mM and an aliquot was added to the Ringer
solution to obtain a final concentration of 0.1 mM. IBMX was applied to the neurons through a
glass micropipette by pressure ejection (Picospritzer, Intracel, United Kingdom). All experiments
were performed at room temperature.

Photolysis of Caged Compounds Caged cAMP (Dojindo, Japan) and BCMCM-8-Br-cAMP
(provided by V. Hagen, Leibniz-Institut fur Molekulare Pharmakologie, Berlin, Germany, [2]) were
dissolved in DMSO. Final concentrations were obtained by diluting an aliquot of the stock solution
into the pipette solution. Caged compounds diffused into the neuron through the patch pipette and
cyclic nucleotides were photoreleased by ultraviolet flashes applied to the ciliary region through the
epifluorescence port of the microscope [13, 2]. For the experiments in the newt the light source was
a 100W mercury lamp. Timing and duration of the flash were regulated by a mechanical shutter
as described in [13]. For the experiments performed in the mouse the light source was a xenon
flash-lamp JML-C2 system (Rapp OptoElectronic, Hamburg, Germany) that allowed an intense
and short light flash (about 1.5 ms), as described in [2].
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2 Model

The transduction pathway Olfactory transduction occurs in the cilia of OSNs (Fig. 1). OSNs
are bipolar neurons with an axon, soma, dendrite, and several cilia protruding from the apical side
of the dendrite [11, 20]. The binding of an odorant molecule to an odorant receptor on a cilium
induces a conformational change of the receptor causing the activation of an interacting G-protein.
In turn, the G-protein stimulates the enzymatic activity of an adenylyl cyclase (AC) generating
an increase in the concentration of cyclic AMP (cAMP). Cyclic nucleotide-gated (CNG) channels
located in the ciliary membrane are directly activated by cAMP, causing a depolarizing influx of Na
and Ca ions. The intracellular increase of Ca concentration directly gates Ca-activated Cl channels.
Since OSNs maintain an unusually high internal concentration of Cl, which is in the same range
as the Cl concentration present in the mucus at the external side of the ciliary membrane, the
opening of Ca-activated Cl channels causes an efflux of Cl ions from the cilia, corresponding to an
inward current that further contributes to the depolarization of OSNs [11, 17]. The depolarization
spreads passively to the dendrite and soma of the neuron, triggering action potentials that are
conducted along the axon to the olfactory bulb. Several Ca-dependent feedback mechanisms may
contribute to adaptation. The cilia contain a phosphodiesterase that, after being activated by
the complex Ca-Calmodulin (CaCaM), hydrolyzes cAMP [4]. The complex CaCaM and possibly
other Ca-binding proteins decrease the sensitivity of the CNG channel to cAMP [1, 5, 6]. The
activation of CaCaM-dependent protein kinase II (CaMK) inhibits AC activity [22]. Finally, the
intracellular Ca concentration is reduced by Ca-extrusion through a Na/Ca exchanger [15]. The
cilia contain only two types of ion channels, CNG and Ca-activated Cl channels. Voltage-gated
channels are instead located in other compartments of OSNs: dendrite, soma and axon. The
depolarization originating in the cilia spreads to the soma where action potentials originate and
carry the information to the olfactory bulb [11, 20]. Here, we study the transduction current in
voltage-clamp conditions to isolate the transduction properties of the cascade from voltage-gated
channels. The generation of action potentials occurring at the soma and spike rate adaptation
depends also on the specific properties of the voltage-gated channels expressed by OSNs and are not
modeled here. However, it is worth noting that adaptational properties have also been measured
in OSNs in vivo in some pioneering studies, as reviewed by Getchell [8]. Both the generator
potential measured using electroolfactograms in frogs [16] and single unit extracellular recordings
from salamander OSNs [9] exhibited step adaptation and multipulse adaptation in response to
odorants. These results indicate that the choice of the transduction current as the output of OSNs
is also a good representation of the response of OSNs in natural conditions.

Description of the reactions As stated in the main text, of the 5 state variables of the model, we
impose mass conservation on the 3 proteins: CNG channels, calmodulin and Ca-binding protein.
No mass conservation is imposed on cAMP and Ca ions. Since Ca:cAMP:CaM have molecular
weights 40:329:16800, this assumption is reasonable: small molecules can diffuse more rapidly in
the cytoplasm of the neuron. In addition Ca and cAMP cannot be conserved because they are
also involved in non-conservative reactions: Ca can enter the cell through the CNG channels, can
diffuse away from the internal membrane and can be extruded through Na/Ca exchangers; cAMP
can be hydrolyzed by PDE.

Most of the terms appearing in Eqs (1)-(7) in the main text are derived from mass action
kinetics. We report here the corresponding reactions:
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2 cAMP + CNGc

γ1−⇀↽−
λ1

CNGo

Ca + BP
γ2−⇀↽−
λ2

CaBP

2 Ca + CaM
γ3−⇀↽−
λ3

CaCaM

where

CNGc + CNGo = CNGtot;
BP + CaBP = BPtot;

CaM + CaCaM = CaMtot.

The other terms in the ODEs represent the degradation rates for cyclic AMP and Ca (representing
their diffusion and, for Ca, the extrusion through the Na/Ca exchanger) and the (non-mass-action)
term representing Ca influx due to the opening of the CNG channels. The model is completed by
the two feedback terms. The first one reproduces the CaCaM-dependent activation of PDE which
hydrolyzes cAMP into AMP. This was difficult for us to represent through mass action kinetics due
to the lack in our model of a variable representing the adenylyl cyclase responsible in the biological
pathway for the regeneration of cAMP. The second feedback term represents the action of the CaBP
complex on the CNG channels: in this case the binding protein BP is natively and permanently
bound to the channel and it remains “silent” as long as Ca concentration is low. Upon arrival of
Ca and its binding with BP, the complex CaBP activates the closing gate of the channel. In Eq. (1)
of the paper this is represented as a negative term which “competes” with the positive term (gate
opening induced by cAMP) thereby reducing the sensitivity of the channel to cAMP. An alternative
model for this feedback action is presented in Section 3 of this Supplementary Information.

Choosing the pre-stimulus baseline level For some of the quantities of interest in our model,
ranges of plausible values of basal (pre-stimulus) concentrations in the olfactory cilia are available.
This concerns in particular cAMP and Ca. For cAMP, the literature reports a basal concentration
of ∼ 0.1µM [4, 18] and a peak of concentration ∼ 100µM during the response to a stimulus [21].
We used this information to normalize the value of cAMP in our simulation so that the magnitude
of the transient never exceeds a 103 ratio with respect to its basal value (for reasonable values
of the parameters, not necessarily for the optimal set). Knowing the ratio of the output current
before/after a stimulus allows us to choose a proper initial value for Ca and for CNGo compatible
with the data. As for the other state variables, plausible values can easily be chosen, assuming that
at steady state (without input), the feedbacks are nearly inactive. Once the parameters are chosen,
to avoid spurious prestimulus transients in the simulations of the paper, the initial condition of the
state variables is set equal to the steady state reached by the system in correspondence of u=0.

Modeling the input stimulus The shape of the input u in Eq. (1) for cAMP changes with
the type of stimulation considered. We reported in Fig. S1 and in Table S1 the shape and the
parameter values for the different simulated inputs. The plot of the profiles can be seen above
those of the state variables in Fig. 2, S3 and S4. For odorant molecules and caged compounds,
we chose a step-like function to represent the shape of the input, assuming fast kinetics for both
release and termination of the stimulation. We imposed a total inhibition of the action of PDE in
the data obtained using 8-Br-cAMP (the CaCaM feedback gain k1 = 0 in this case). To model the
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experimental data with IBMX as input, we instead used a ramp-like form for input onset and offset,
because of the different mechanism of stimulation: IBMX suppresses part of the basal activity of
PDE, directly leading to an increasing amount of cAMP. For this type of data the rise is steeper
than the decay, with a rise duration equal to 0.02 s (corresponding to the experimental duration
of the stimulus) and a decreasing duration equal to 2 s for the stimulation representing multipulse
adaptation, while we used a 0.02 s increase followed by a constant amplitude, and by a 2 second-
ramp decrease to represent the longer stimuli (see Fig. S1 and Table S1 for details). Furthermore a
dedicated parameter B was added in the fitting procedure to represent the relative inhibition of the
CaCaM feedback due to the action of the PDE (the parameter k1 in the equations was multiplied
by 1-B). The ∼75% inhibition of PDE by IBMX obtained by the parameter estimation seems to
be a reasonable value and gives a good fit to the experimental data. A delay of the response,
varying between 0.2 and 1 s, was added to represent the latency (in this case considered as the
time required by the first part of the transduction process, upstream of cAMP production) in the
fit of the responses to odorants or to IBMX. Such a delay was not added to the input profile for
experiments using caged compounds, in which the photorelease of cyclic nucleotides is very fast
and produced a rapid response (Fig. 3).

BA C

t1 t2 t1 t2 t1 t2

h h
r1 h

r2 r1 r2

Figure S1: Profiles of the shapes of the simulated inputs. The profile A is used to simulate
the response to odor, cAMP and 8-Br-cAMP, B is for the IBMX pulses, and C for the sustained
stimuli of IBMX.

Table S1: Details of the simulated inputs. The shape corresponds to one of the three profiles
represented in Fig. S1. h represents the amplitude of the stimulus, r1 and r2 represent the slopes
of the profiles. All the time units are expressed in s.

type shape h (t2-t1) delay r1 r2
odor pulses A 200 0.2 0.2

sustained A 100 43.5 1
cAMP pulses A 300 0.1 0

8-Br-cAMP pulses A 3000 0.005 0
IBMX pulses B 140 0.02 0.3 7000 70

sustained C 50 24 1 2500 25
sustained double C 50 8 0.7 2500 25

Parameters estimation The parameters used in the model are listed in Table of the paper. In
the equations for the current calculation (Eqs (8)-(9)), some of the parameters can be considered
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constant: Imax = 1 because of the current normalization; the exponent 2 represents the cooperativity
of ICl [2, 11]; and kc = 0.2 to reproduce a relative contribution of ∼ 20% of the ICNG in the total
current [3, 10].

The experiments depicted in Figs. 2, 3, 4 were performed in different experimental conditions
and therefore we subdivided them into 4 subsets, each corresponding to a choice of input stimulus
(odorant, caged cAMP, 8-Br-cAMP and IBMX), and fitted 4 distinct sets of parameters. The fit
was performed normalizing the amplitudes of the current responses. The starting point of the whole
fitting procedure was a collection of experimental data obtained using 8-Br-cAMP stimulations of
increasing amplitude, in positive potential conditions (thus with a reduced inflow of Ca, if any, hence
approximately in “open-loop” conditions) [2], see Fig. S2. In this way it was possible to obtain a
good estimation of the association rate of cAMP and CNG channels, in our model represented by
γ1, of the corresponding dissociation constant λ1 and of the degradation rate of cAMP δ1. The
input pulse amplitude and shape were assumed to be the same as those used in fitting the 8-Br-
cAMP responses. Parameter values resulting from this fit were then used as the initial guesses
for subsequent estimation of these parameters. The parameters were allowed to span from 0 to
infinity with some exceptions: the intervals for the values of δ1, λ1 and γ1 were restricted around
the values previously found, and a lower bound equal to 0.1 was chosen for λ2 and λ3 to allow a
complete recovery from adaptation of the response in about 30 seconds [2]. The other constrained
parameter was k1/2 appearing in the calculation of the chloride current: following the experimental
data of [2, 11] it was allowed to vary between 2 and 5. The parameter B representing the relative
inhibition of PDE due to the action of IBMX (see “Modeling the input stimulus” above for details)
was considered only for the data obtained using IBMX, and was allowed to span from 0.6 to 1. All
this a priori knowledge is reported in Table of the main text. Fits were performed using these
initial values and constraints with the MATLAB function lsqcurvefit, which performs non-linear
least squares (with a trust-region-reflective algorithm) simultaneously over the time series of each of
the 4 experimental setups. The lsqcurvefit function finds the vector of coefficients p that optimizes
the following functional

J∗ = min
p
||F (p, t)− y||22 = min

p

∑

i

(F (p, ti)− yi)
2 ,

where t represents the time vector, y the experimental data, and F(p,t) the output of our model.
Table of the paper contains the numerical values obtained for the 4 experimental conditions.

Parameters estimation -Common fit for all experimental data We also took an alternative
approach in which we compute a single parameter set for all experimental data. All the current
time courses presented in the paper were used simultaneously to estimate numerical values for the
parameters of Table of the paper (“common” column) using the same procedures described above.
In Fig. S5, S6 and S7 the corresponding fits are shown for the experimental data of Fig. 2, 3, 4
of the paper. Overall, these new fits are still qualitatively accurate, although less precise than
those shown in the paper. Notice in particular how the amplitude of the peaks on the double pulse
experiments are less precise.

Evaluation of the goodness of the fit We performed several tests to evaluate the goodness of
the parameter estimation.
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Figure S2: Response to photorelease of caged cyclic nucleotides in a low Ca experiment.
The experimental data are shown in blue, the response of the model in red. The blue traces above
the data represent the experimental stimulus. Response of a mouse OSN to photorelease of 8-Br-
cAMP with ultraviolet light flashes of 1.5 ms at various relative intensities (0.25, 0.4, 0.8 and 1),
recording at +50mV in Ringer solution. Parameter estimates: δ1 = 2.28, λ1 = 0.21, γ1 = 0.09.
Experimental data from [2], reproduced with permission.
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Figure S3: Time profile of the state variables for the simulated data in response to
caged compounds. Panels (A) and (B) show the normalized simulation of the model in response
to a paired-pulse stimulation using respectively caged cAMP and caged 8-Br-cAMP, corresponding
to Fig. 3 of the main paper. For both figures, the upper panel represents the input given to the
model.
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Figure S4: Time profile of the state variables for the simulated data in response to
IBMX. Panels (A), (B) and (C) show the normalized simulation of the model in response to a
paired-pulse stimulation, a prolonged stimulus, and a mixed stimulus, corresponding to the data of
Fig. 4 of the main paper. The top panels on each figure represent the input given to the model.
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Figure S5: Adaptation in response to an odorant. Responses of the model (red) for the data
shown in Fig. S11 (blue), using the parameter set in the “common” column of Table of the paper
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Figure S6: Adaptation in response to caged compounds. Responses of the model (red) for
the data shown in Fig. 3 (blue), using the parameter set in the “common” column of Table of the
paper
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Figure S7: Adaptation in response to IBMX. Responses of the model (red) for the data shown
in Fig. 4 (blue), using the parameter set in the “common” column of Table of the paper
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First of all we tested if the parameters we obtained from the fitting procedure were in corre-
spondence of a local minimum. We moved each parameter around its estimated value up to a 10
fold increase/decrease or until the cost function increases more than 10% of its optimum J∗. In
Fig. S8 the corresponding results for the entire set of parameters are shown (J∗ is plotted in red)
for the case of “common” parameter set of Table in the main paper. The only two parameters for
which the cost function decreases with respect to J∗ are the dissociation rate λ3 and the fractional
blockage B of the CaCaM feedback in the IBMX experiments. In both cases, the variations im-
proving on J∗ are outside the range we allowed for the parameters. In particular, the lower bound
we imposed in λ3, namely 0.1, is due to the fact that in experiments a complete recovery from
multipulse adaptation occurs in at most 30 s. This constrains the time constants of the feedbacks.
Notice in Fig. S8 that a similar behavior does not occur for λ2. The interpretation of this fact is
straightforward: when λ2 is kept fixed at the optimal value, the CaCaM feedback is largely redun-
dant and it is allowed to behave as an exact integral since the CaBP feedback loop already takes
care of shaping the closed-loop system as required. To confirm that this is indeed the case, we
have carried out extensive simulations varying simultaneously the two dissociation rates λ2 and λ3

for the feedback variables. In no case did λ2 and λ3 assume too small values simultaneously while
reproducing correctly the input-output adaptation profiles. As for the B parameter, the minimum
blockage of 60% which we impose on the IBMX experiments is reasonable, given our current knowl-
edge of the action of this blocker on PDE. Hence, in this case, the (marginal) improvement of J∗

shown in Fig. S8 is to be considered non-physiological. The pattern of single parameter variations
is similar on the odor experiments (B does not appear in this case) and in the IBMX data. No
improvement at all appears in the 8-Br-cAMP data set.

While the local analysis carried out above is encouraging, due to the nonlinearities in the
dynamics, our parameter fitting procedure is not guaranteed to find a global optimum. We tried
anyway to explore the landscape of the parameter space from a more global perspective (see Fig. S9).
We considered for this kind of test the parameter set obtained for the fit of the responses to odor (the
behavior for the other sets is similar). For each parameter we randomly sampled rescaling factors
across 4 orders of magnitude (10−2 ÷ 102), combining the rescaled parameters in various ways,
at random. We then use these values as starting points for the parameter estimation. Fig. S9 A
shows that when the procedure is repeated about 100 times a cost function smaller than J∗ is never
obtained. In the best suboptimal solutions we found (drawn in red in Fig. S9 A) we verified that
indeed at least one of the two feedback dissociation rates is large compared to the other reaction
rates. This confirms that in a model like ours the slow dynamics of the feedback is fundamental to
reproduce adaptation, and supports our observation that the two feedback loops perform this task
in a redundant way.

In order to evaluate how rugged the parameter landscape is, and to estimate how well our fitting
procedure performs (the two aspects are linked and cannot be disentangled easily), in Fig. S9 A
the initial parameter guess and the final (suboptimal) parameter set are shown connected by a line.
The distance D in parameter space is calculated as

D = ||p∗ − p̂||2 =
√∑

i

(
p∗i − p̂i

)2
,

where p∗ is the parameter vector corresponding to J∗, and p̂ the parameter vector of the current
suboptimal fitting. Every segment connects a random starting point with the final result p̂ (indi-
cated with a star in the plot). It is possible to see that a diminishing difference in the cost function
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corresponds to a diminishing distance in the parameters, suggesting the idea of a landscape in the
cost function with a unique region for the minimum, surrounded by a large amount of local minima
at higher cost.

To increase the sample size, we repeated about 1000 times a similar procedure without re-fitting
the parameters but only evaluating the cost function on a random choice of the parameters, see
Fig. S9 B. For each sampled parameter vector we calculated the cost function and the distance from
p∗. No value found in this way appears below J∗, and it is possible to notice how increasing the
distance in parameter space from p∗ tends to increase the cost function, suggesting that the basin
of attraction of our minimum could be quite large (thereby confirming the result of Fig. S9 A).
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Figure S8: Goodness of fit: testing local optimality in the neighborhood of p∗. Sensitivity
of the cost function to single-parameter perturbations. On the x-axis the relative value of each
parameter with respect to its optimal value is reported, on the y-axis the corresponding value of
the cost function. p∗ is shown in red.

Dose response relations The model presented here is able to reproduce the shift in the dynamic
range caused by adaptation in the olfactory transduction pathway. The typical illustration of this
feature is the dose-response curve. In this curve, the normalized maximal amplitude of the current
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Figure S9: Goodness of fit: exploring the landscape of the cost function. (A) Starting
from random points and optimizing. On the x-axis the distance in the space of parameters is
reported, on the y-axis distance from J∗ of the cost function, both in a logarithmic scale. The
segments connect the random starting points and the optimized p̂ (denoted with a star). The red
points indicate fitting results with a difference smaller than 5 from the cost function of the optimal
solution. All the p̂ very close to p∗ in terms of cost function have similar feedback time constants
as our p∗ parameter set. (B) Evaluation of the cost function for a random choice of parameters.
On the x-axis the distance in the space of parameters is reported, on the y-axis the difference in
the cost function, both in a logarithmic scale.
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response is plotted versus the relative input amplitude or input duration. Following adaptation,
the input amplitude interval over which the curve is approximately linear (the system is responding
but not saturating) is shifted and broader, allowing better detection and discrimination of further
stimulations. We present here the response of our model to two different simulated stimuli. In
Fig. S10 A it is possible to see the dose-response curves of the model in the case of odor stimulation
(with stimulus duration on the x-axis) and in Fig. S10 B in the case of photoreleased 8-Br-cAMP
(with stimulus amplitude on the x-axis). Comparing the shape of these curves with those obtained
experimentally (for the type of data we are considering see [13, 2]) it is apparent that the qualitative
behavior is very similar. The typical sigmoidal shape for the activation of both the control and the
adapted responses, and the reduction of the distance between the two curves with increasing input
are correctly reproduced. We fit these simulated data with a Hill-type function: Y = Xn

Xn+K1/2
n

where X represents the input duration or amplitude and Y is the value of the current peak in
the control or adapted state. The values for the cooperativity index n and for the half-activation
constant K1/2 are reported in Tab. S2.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

input

no
rm

al
iz

ed
 o

ut
pu

t

 

 

A

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

input

no
rm

al
iz

ed
 o

ut
pu

t

 

 

B

Figure S10: Dose response plot. (A) Simulated odorant response: the black dots represent the
model simulation, the red curve shows the corresponding Hill function. For the response to the
first pulse, an input of increasing duration was simulated. To obtain the adapted response, the
duration of the second pulse was increased, keeping fixed that of the first pulse. (B) Same as (A),
but using simulated responses to a release of caged 8-Br-cAMP of increasing amplitude.

Table S2: Parameter set used to fit the dose response curves of Fig. S10.
Type of stimulation n K1/2

odor control 1.83 0.14
adapted 1.73 0.43

8-Br-cAMP control 1.90 0.09
adapted 2.02 0.52
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Figure S11: Dynamical trade-off: comparison between perfect adaptation and fast disso-
ciation of CaCaM and CaBP. Left: Response to double pulses in the case of perfect adaptation
(dissociation rates for the feedback variables, λ2 and λ3, equal to zero) in panel (A) and in the case
of fast kinetics of the feedback variables in panel (C). The lag time for the recovery of the response
is overestimated in the first case (for perfect adaptation there is no recovery) and underestimated
in the second case. Right: Response to a sustained stimulation for zero (B) and fast (D) feedback
kinetics rates. In the first case the pre-stimulus current recovers exactly during the stimulation
(hence the name perfect adaptation) while in the second case the system adapts less than observed
experimentally.
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Figure S12: Current responses to a prolonged stimulation of different amplitudes. Re-
sponses are normalized to the amplitude of the transient peak. Increasing inputs yield increasing
steady-state levels. This shows that for our model the lack of exact adaptation is not an “error”
but a steady-state characteristic, incompatible with models of perfect adaptation. The green trace
corresponds to the simulation in Fig. 2 of the main paper.
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3 An alternative model for the CNG channel

In this section we formulate a possible alternative model for the gating of a CNG channel inspired
by [19], and show that also in this case the input-output behavior is qualitatively correct. Following
[19] a different formulation of the model can be considered, in which the state of a CNG channel is
characterized by 3 possible conformations:

� open (hereafter CNGo)

� closed (CNGc)

� inhibited (CNGi)

The inhibited state of the CNG channel resembles the inactivated state of the voltage-gated Na
channel, in which after depolarization, the channel is in a non-conductive state and remains re-
fractive to further gate opening commands for a certain time interval. Although to our knowledge
there is no experimental evidence to support the existence of an “inhibited” phase in CNG chan-
nels during voltage-clamp, the scheme can be used to set up a theoretical model alternative to
Eqs (1)-(7) of the paper. In this scheme, the variable CaBP no longer appears: the binding of Ca
to BP (permanently attached to the channel) automatically turns an open channel into an inhibited
channel (second reactions of the list below). The longer time constant associated with the feedback
action of the CaBP in the model (1)-(7) of the paper is replaced here by the longer time constant
of the “inhibited” phase with respect to the other two phases of the CNG channel. The reactions
are therefore as follows:

2 cAMP + CNGc

γ1−⇀↽−
λ1

CNGo

CNGo + 2 Ca
γ2−→ CNGi + 2 cAMP

CNGi
λ2−→ CNGc + 2 Ca

2 Ca + CaM
γ3−⇀↽−
λ3

CaCaM

cAMP k1 · CaCaM + δ1−−−−−−−−−−→ AMP

with the following conservation laws:

CNGtot = CNGo + CNGc + CNGi;
CaMtot = CaM + CaCaM.
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Adding a factor σ=volume/surface to allow the interaction between surface and volume concentra-
tions of variables, the reactions above lead to the equations:

dcAMP
dt

= 2 · 1
σ
· λ1 · CNGo − 2 · 1

σ
· γ1 · cAMP2 · (CNGtot − CNGo − CNGi)

−(k1 · CaCaM + δ1) · cAMP + 2 · 1
σ
· γ2 · Ca2 · CNGo + u (S1)

dCNGo

dt
= γ1 · cAMP2 · (CNGtot − CNGo − CNGi)− λ1 · CNGo − γ2 · Ca2 · CNGo (S2)

dCa
dt

= φ1 · 1
σ
· CNGo − δ2 · Ca− 2 · 1

σ
· γ2 · Ca2 · CNGo + 2 · 1

σ
· λ2 · CNGi

−2 · γ3 · Ca2 · (CaMtot − CaCaM) + 2 · λ3 · CaCaM (S3)
dCNGi

dt
= γ2 · Ca2 · CNGo − λ2 · CNGi (S4)

dCaCaM
dt

= γ3 · Ca2 · (CaMtot − CaCaM)− λ3 · CaCaM (S5)

Hypothesizing slow dynamics for the CNGi and CaCaM variables this model is able to reproduce
both types of adaptation observed in the olfactory transduction (Fig. S13). In this model, the
binding of Ca to BP (and hence the initiation of the inhibition phase) coincides with the detachment
of cAMP (and hence with the termination of the opening gate signal). In the model (1)-(7) of the
paper, the two gating commands are instead independent and can coexist, which seems to us a more
appropriate description for this population of channels. Furthermore the profile of a dose-response
curve cannot be reproduced by Eqs (1)-(7). Finally the behavior in the adapted state is different in
the two models. Indeed, in the case of a saturating input a model like (S1)-(S5) provides right after
the stimulus a total inhibition (and unavailability) of the CNG channels. Therefore this system
is unable to respond to subsequent stimuli, until the channels have turned from the inhibited to
a closed state. On the contrary, in the system of Eqs (1)-(7) the CNG channels are still able to
produce a response, although reduced due to the feedback action of the calcium binding protein
complex.
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Figure S13: 3-conformation model for the CNG channel. Panel (A) shows the response of
the model of Eqs (S1)-(S5) to a double pulses protocol. Panel (B) shows the response on the same
model in the case of a sustained stimulation.

Notice that also for this model in zero Ca the channels never become inhibited, hence both
feedback mechanisms are absent, consistently with the experimental data.
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