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1 Introduction

This thesis includes a study on the strongly correlated Fermi systems, and can be thought as consisting of two parts. The first part deals with electronic correlations in two-dimensions (2D), namely the fractional quantum Hall effect (FQHE), while the second one is a Variational Monte Carlo (VMC) study on the ground state properties of liquid and solid $^3$He in 3D.

In the first part we study the FQHE by means of self-consistent integral techniques, like the hyper-netted-chain (HNC) and Fermi-hyper-netted-chain (FHNC) theory. Such theories are very useful to study strongly correlated Bose and Fermi systems in the thermodynamic limit.

Firstly we studied the Laughlin states of the FQHE, by applying the Bose HNC and then a suitable approximation for the elementary diagrams, which was fairly accurate.

Then, a new class of variational wave functions, denoted as extended shadow wave function (ESWF) was studied in relation to the particle-hole conjugated states of the FQHE.

The generalized theory of the composite fermions (CF) was investigated by means of the FHNC and effective hyper-netted-chain (EFHNC) method.

Attempts were made to study the half-filled case, too.

In the second part we explored by means of a VMC simulation some issues related to a new class of variational wave functions which include the spin correlations explicitly on it.
This variational wavefunction which uses the spin coherent representation, to represent the spin correlations was used to study the properties of $^3$He liquid and solid.

In both cases, the interaction potential between $^3$He atoms was taken to be of the Aziz (HFDHE2) form.

Furthermore, we explored the effects of triplet correlations on it, finding a significant improvement on the ground state energy for $^3$He liquid and solid.
2 A new Hyper–Netted–Chain Treatment for Laughlin states

2.1 The 2D Bose HNC theory

Fractional quantum Hall effect (FQHE) [1, 2] is observed in two-dimensional (2D) electronic systems in the extreme quantum limit of very high magnetic field $B(> 5T)$, low temperature $T(< 2K)$, and high-mobility of electrons in the samples ($\mu > 10^5 cm^2/Vs$).

Under these extreme conditions when the lowest Landau level (LLL) is fractionally filled, the FQHE resistencies appear quantized, $\rho_{xy}(plateau) = \frac{h}{e^2 \nu}$ and $\rho_{xx}(plateau) = 0$, where $\hbar$ is the Planck constant, $e$ the magnitude of the electronic charge and $\nu$ is the LLL filling factor.

The filling factors where FQHE was observed [3] are such that they appear with odd denominators: $\nu = 1/3, 2/5, 3/7, 4/9 \ldots$ or $1/5, 2/9 \ldots$ but FQHE is not confined only to the LLL. It is observed also in higher Landau levels ($n = 1, 2 \ldots$), where $n$ is the quantum number of each Landau level.

For instance, in higher Landau levels a fractional Hall plateau $\rho_{xy}(plateau) = \frac{h}{e^2 \frac{1}{6/7}}$, corresponding to an even denominator filling factor was found. There are indications that other even denominator filling factors, like the very interesting case of $\nu = 1/2$ exists and work in such direction is current research.
The first step in the explanation of the FQHE would be the study of the properties of a 2D system of interacting electrons in a uniform positive background, with the magnetic field \( \vec{B} \) so high and temperature \( T \) so low, such that only the lowest Landau level (LLL) would be partially filled. The filling factor \( \nu \) of the LLL can be written as:

\[
\nu = 2\pi l_0^2 \rho ,
\]

where \( l_0 = \sqrt{\hbar/(eB)} \) is the so-called magnetic length, \( \rho \) is the 2D electronic density, \( h \) is the reduced Planck constant and \( e > 0 \) is the magnitude of the electron charge.

The unit of Coulomb potential energy is \( \frac{1}{4\pi\varepsilon_0}\frac{e^2}{\epsilon l_0} \) which is the energy scale throughout and \( \epsilon \) is the dielectric constant of the neutralizing background. Where FQHE has been generally observed can be verified that:

\[
\frac{1}{4\pi\varepsilon_0}\frac{e^2}{\epsilon l_0} \leq \hbar \omega_c ,
\]

so the admixture of states in higher Landau levels can be ignored.

Magnetic field \( \vec{B} \) is considered such that all electronic spins \( \{ \vec{s}_i \} \) are frozen along the applied field \( \vec{B} \) and have no interesting dynamics.

Electrons with charge \(-e(e > 0)\) are considered as usual to be confined in the \( x - y \) plane. They are subjected to a strong magnetic field perpendicular to the plane. Considering the symmetric gauge: \( \vec{A} = \left[ -\frac{B}{2}y, \frac{B}{2}x, 0 \right] \) the magnetic field \( \vec{B} = \vec{\nabla} \times \vec{A} \) is of the form: \( \vec{B} = [0,0,B] \). The many-electron system is described by the Hamiltonian:

\[
\hat{H} = \hat{K} + \hat{V} ,
\]

where

\[
\hat{K} = \frac{1}{2m_e} \sum_{i=1}^{N} [-i\hbar \vec{\nabla}_i + e \vec{A}(\vec{r}_i)]^2
\]

and
\[ \hat{V} = \sum_{i<j}^N v(|\vec{r}_i - \vec{r}_j|) - \rho \sum_{i=1}^N \int d^2 r \, v(|\vec{r}_i|) + \frac{\rho^2}{2} \int d^2 r_1 \int d^2 r_2 \, v(|\vec{r}_1 - \vec{r}_2|) \] (2.5)

In the above expressions \( \epsilon > 0 \), \( m_e \) is the electron mass, \( N \) is the total number of the electrons on the system, \( z_j = x_j + iy_j \) is the location of the \( j \)-th electron in complex coordinates, \( v(|\vec{r}_i - \vec{r}_j|) = \frac{1}{4\pi\epsilon_0} \frac{2}{|\vec{r}_i - \vec{r}_j|} \) is the interaction potential and the three terms in the formula for \( \hat{V} \) are respectively the electron-electron, electron-background and background-background interaction energy.

ForLLL filling factor \( \nu = 1/m \) with \( m = 1, 3, \ldots \) odd, Laughlin [4] has proposed the following variational wave function to describe the ground state:

\[ \psi_m(z_1 \ldots z_N) = \prod_{i<j}^N (z_i - z_j)^m \prod_{j=1}^N \exp(-\frac{|z_j|^2}{4\rho_0}) \] (2.6)

To determine which \( m \) minimizes the energy, Laughlin wrote the probability distribution of the 2D electrons described by \( \psi_m \) as \( |\psi_m|^2 = \exp[-\beta H_m] \), with

\[ \beta H_m = -2m \sum_{i<j}^N \ln |z_i - z_j| + \sum_{i=1}^N \frac{|z_i|^2}{2\rho_0} \] (2.7)

From here he identified \( \beta = 1/m \) and mapping the problem into a classical 2D one component plasma (OCP) [5] he found that energy is minimized when plasma 2D electrons spread out uniformly in a disk where 2D electronic density \( \rho_m \) corresponds to a filling factor \( \nu = 1/m \) where \( m \) is an odd integer.

Let us recall some of the properties of the 2D OCP where \( N \) particles are confined to a disk of radius \( R \) uniformly filled by the neutralizing background of charge density \( \rho_0 = \frac{N e}{2\pi R^2} \).

The total interaction potential includes the electron-electron, electron-background and background-background parts:

\[ V_N(\vec{r}_1 \ldots \vec{r}_N) = V_{ee}(\vec{r}_1 \ldots \vec{r}_N) + V_{eb}(\vec{r}_1 \ldots \vec{r}_N) + V_{bb}(\vec{r}_1 \ldots \vec{r}_N) \] (2.8)
They are respectively:

\[
V_{ee}(\vec{r}_1 \ldots \vec{r}_N) = -\frac{1}{2\pi\epsilon_0} e^2 \sum_{i<j}^N \ln(|\vec{r}_i - \vec{r}_j|),
\]

(2.9)

\[
V_{ch}(\vec{r}_1 \ldots \vec{r}_N) = \frac{1}{2\pi\epsilon_0} N \frac{e^2}{2} \sum_{i=1}^N \left(\frac{r_i}{R}\right)^2 + \text{const},
\]

(2.10)

\[
V_{bb}(\vec{r}_1 \ldots \vec{r}_N) = -\frac{1}{2\pi\epsilon_0} \rho_0^2 \frac{\beta}{2} (\pi R^2)^2 \ln(R) - \frac{1}{4},
\]

(2.11)

and

\[
\text{const} = \frac{1}{2\pi\epsilon_0} \rho_0^2 \frac{\beta}{2} (\pi R^2)^2 [2\ln(R) - 1].
\]

(2.12)

Summing all the interacting energy parts we have the following potential for the 2D OCP:

\[
V_N(\vec{r}_1 \ldots \vec{r}_N) = -\frac{1}{2\pi\epsilon_0} e^2 \sum_{i<j}^N \ln(|\vec{r}_i - \vec{r}_j|) + \frac{1}{2\pi\epsilon_0} N \frac{e^2}{2} \sum_{i=1}^N \left(\frac{r_i}{R}\right)^2 + \frac{1}{2\pi\epsilon_0} N^2 \frac{\beta}{2} \ln(R) - 3/4.
\]

(2.13)

Monte Carlo (MC) calculations of Caillol et al. [5] have demonstrated that 2D OCP is a hexagonal crystal when the dimensionless plasma parameter $\Gamma = \epsilon \beta$ is greater than 1.40 and a fluid otherwise. Laughlin mapped his FQHE states to a 2D OCP with coupling parameters of the form: $\Gamma = 2m$. The most interesting feature in the intermediate coupling regime of the 2D OCP is that calculations can be done exactly for one special value [6] of coupling constant, namely: $\Gamma = 2$.

The 2D classical plasma provides a strong support that the Laughlin ground state function is indeed a translationally invariant incompressible liquid up to $\nu_c \approx 1/7$, where a 2D hexagonal Wigner crystal ground state function is calculated to be more preferable.

For $\nu = 1/3$ and $\nu = 1/5$, Laughlin [4], using a modified hyper-netted chain (MHNC) technique described by [5] found that the interaction energy per particle defined as: $u(\nu =
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Later, almost exact results for the interaction energy per particle were obtained by Levesque et al [7] performing Monte Carlo calculations on 256 electrons and obtaining: $u(\nu = 1/3) = (-0.410 \pm 0.0001) \frac{1}{4\pi \alpha_0 c_0^2}$ and $u(\nu = 1/5) = (-0.3277 \pm 0.0002) \frac{1}{4\pi \alpha_0 c_0^2}$.

Laughlin’s model accounts the FQHE at $\nu = 1/m$ and $\nu = 1 - 1/m$, (by electron-hole symmetry) [8] for $m$-odd.

The elementary charged excitations in a stable state $\nu = 1/m$ are quasiparticles and quasiholes with fractional charge $\pm e/m$. If one electron is added to the system, it amounts to adding $m$ elementary excitations. The wave function at $\nu = p/q$ changes by a complex phase factor $e^{i\pi \nu}$, upon the interchange of $2$ quasiparticles, so quasiparticles in the Laughlin model obey fractional statistics, but they also can be described by wave functions obeying Bose or Fermi statistics.

When filling factor $\nu$ is slightly shifted from the stable value $1/m$, where $m$ is odd, the ground state of the system is expected to consist of a small density of quasiparticles or quasiholes with fractional charge $\pm e/m$ interacting via Coulomb interaction.

When filling factor $\nu$ is slightly less than $1/m$, quasiholes are formed, while when it is slightly higher than $1/m$, quasielectrons are formed.

Due to the absence of an energy scale, like the band width of a periodic solid or the Fermi energy of an electron liquid in the absence of a magnetic field, the Coulomb interaction induces such strong correlations amongst the electrons that cannot be accounted for in a perturbative way. It has been shown that these correlations are very well approximated by Jastrow factors, similarly to the case of liquid $^4$He and $^3$He.

Integral equation techniques, such as Hyper-Netted-Chain (HNC) for bosons or Fermi-Hyper-Netted-Chain (FHNC) for fermions, allow for realistic evaluations of the distribution.
functions and related quantities for Jastrow correlated wave functions. Infact, they are particularly useful when calculations must be performed strictly in the thermodynamic limit. They have been extensively and successfully used in the study of quantum liquids.

In the following, we study the Laughlin states $\psi_m$ using the Bose hyper-netted-chain (HNC) method which is a standard technique to study the strongly interacting Bose systems.

Let us make a general brief description of the one-component HNC method. Suppose we have a one-component non-ideal Bose system described by a Hamiltonian that has the kinetic energy part $\hat{T}$ and the interaction potential one $\hat{V}$:

$$\hat{H} = \hat{T} + \hat{V}$$

(2.14)

The simplest variational Bose many-body wavefunction for the ground state will be of the Jastrow form and symmetric under the particle exchange:

$$\Psi(\vec{r}_1 \ldots \vec{r}_N) = \prod_{i<j}^N f(|\vec{r}_i - \vec{r}_j|)$$

(2.15)

The most important physical quantity we want to calculate is the pair-distribution function defined as:

$$g(\vec{r}_1, \vec{r}_2) = \frac{N(N-1)}{\rho^2} \frac{\int d\vec{r}_3 \ldots d\vec{r}_N |\Psi(\vec{r}_1 \ldots \vec{r}_N)|^2}{\int d\vec{r}_1 \ldots d\vec{r}_N |\Psi(\vec{r}_1 \ldots \vec{r}_N)|^2},$$

(2.16)

where the integration includes summation over the discrete spin coordinates of all the particles.

Let us define:

$$|f(|\vec{r}_i - \vec{r}_j|)|^2 = e^{u(|\vec{r}_i - \vec{r}_j|)}$$

(2.17)

where $u(\vec{r}_{ij})$ is the (pseudo)potential between particles i and j and $\vec{r}_{ij} = |\vec{r}_i - \vec{r}_j|$. 
Closely related to the pair distribution function is the long ranged pair correlation function defined as: \( h(r_{12}) = g(r_{12}) - 1 \), which heals out to 0 as the interparticle distance grows very large.

For the Bose HNC case, everything is reduced on the ability to sum all possible irreducible cluster diagrams of \( |\Psi|^2 \) in the numerator of \( g(\vec{r}_1, \vec{r}_2) \) which are of following classes and types:

- a) Composite (non-nodal) diagrams, denoted as non-nodal diagrams.
- b) Simple (nodal) diagrams, of the type of simple chain or netted chain, denoted as nodal diagrams.
- c) Simple (non-nodal) diagrams, of the type elementary (or bridge), from now denoted as elementary diagrams.

The full set of Bose HNC equations is written as follows:

\[
X(r_{12}) = \exp[u(r_{12}) + N(r_{12}) + E(r_{12})] - N(r_{12}) - 1 ,
\]

\[
N(r_{12}) = \rho \int d^2r_3 X(r_{13}) [X(r_{32}) + N(r_{32})] ,
\]

\[
g(r_{12}) = 1 + X(r_{12}) + N(r_{12})
\]

The generation of diagrams contributing to \( g(r_{12}) \) must go through a self consistent procedure. As a first approximation (and a good one) the contribution of the elementary diagrams is set to 0, \( E(r_{12}) = 0 \). The subscript “0” at HNC/0 denotes such approximation.

Defining the 2D Fourier transform and its inverse:

\[
\tilde{F}(q) = \int d^2r \ e^{i\vec{q}\cdot\vec{r}} \ F(r) ,
\]
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\[ F(r) = \frac{1}{(2\pi)^2} \int d^2 q \ e^{-i\vec{q}\cdot\vec{r}} \ \bar{F}(q) \]  
(2.22)

the summation of the nodal diagrams is easily done in the Fourier space,

\[ \tilde{N}(q) = \rho \frac{\tilde{X}(q)^2}{1 - \rho \tilde{X}(q)} \]  
(2.23)

The equations are solved by a self-consistent procedure which starts by setting \( N(r_{12}) = 0 \) in the first iteration. Then \( X(r_{12}) \) is computed. Performing a Fourier transform on \( X(r_{12}) \), \( \tilde{X}(q) \) is found and, as consequence, \( \tilde{N}(q) \) is calculated from Eq. (2.23). By inverse-Fourier transforming \( N(q) \) we find the new \( N(r_{12}) \) which closes the first full iterative step. The process goes on until the desired convergency is achieved.

For the Laughlin states let us write the square modulus of the trial many-body wave function:

\[ |\psi_m(z_1 \ldots z_N)|^2 = \prod_{i<j} |z_i - z_j|^{2m} \prod_i \exp[-\frac{|z_i|^2}{2\rho_0}] \]  
(2.24)

Using the HNC theory one can express the pair function \( g(r) \) as a series of cluster terms, associated with linked diagrams. The difference with respect to the case of the standard Jastrow wave function, in which the single particle term is not present, is that the diagrams are not irreducible and each vertex brings the *uncorrelated* one-body density \( \rho_0(r) \) as a vertex correction. It has been proved [9] that such a series can be recast into a series of irreducible diagrams with the full one-body density \( \rho(r) \) being the vertex correction. Since the full density is a constant, then the HNC equations for the pair function are exactly the same as for a Jastrow wave function without the single particle term and at density \( \rho = \nu/(2\pi l_0^2) \), so

\[ |\psi_m(z_1 \ldots z_N)|^2 = \prod_{i<j} |z_i - z_j|^{2m} \]  
(2.25)
can be easily identified as a Bose wavefunction, with

\[ u(|z_i - z_j|) = 2m \ln(|z_i - z_j|) \]  \hspace{1cm} (2.26)

In order to handle the 2D logarithmic interaction, the standard procedure is to separate the (pseudo)potential, the nodal function and the non-nodal function in their short-range and the long-range parts. The HNC equations become more complicated but their form remains the standard one.

Let us write:

\[ u(r_{12}) = u_s(r_{12}) + u_l(r_{12}) , \]  \hspace{1cm} (2.27)

\[ N(r_{12}) = N_s(r_{12}) - u_l(r_{12}) , \]  \hspace{1cm} (2.28)

\[ X(r_{12}) = X_s(r_{12}) + u_l(r_{12}) . \]  \hspace{1cm} (2.29)

The splitting is done in such a way that:

\[ u(r_{12}) + N(r_{12}) = u_s(r_{12}) + N_s(r_{12}) , \]  \hspace{1cm} (2.30)

\[ N(r_{12}) + X(r_{12}) = N_s(r_{12}) + X_s(r_{12}) , \]  \hspace{1cm} (2.31)

The main short and long-range (pseudo)potentials for this case are taken:

\[ u_s(r_{12}) = -2m K_0(Q r_{12}) , \]  \hspace{1cm} (2.32)

\[ u_l(r_{12}) = 2m K_0(Q r_{12}) + 2m \ln(r_{12}) , \]  \hspace{1cm} (2.33)

where \( K_0(x) \) is the modified Bessel function, \( Q \) is the cutoff parameter of order \( 1/\lambda_0 \) and the relation:

\[ \int d^2r \ e^{i\vec{q}\cdot\vec{r}} [\ln(r) + K_0(Q r)] = \frac{-2\pi Q^2}{q^2(q^2 + Q^2)} , \]  \hspace{1cm} (2.34)
holds. 

The Bose HNC final set of equations is solved by initially setting $N_s(r_{12}) = 0$ in the following equation:

$$X_s(r_{12}) = \exp[a_s(r_{12}) + N_s(r_{12}) + E(r_{12})] - N_s(r_{12}) - 1,$$  \hspace{1cm} (2.35)

Then we perform a 2D Fourier transform of $X_s(r_{12})$, obtaining $\tilde{X}_s(q)$. Later, we compute $\tilde{X}(q) = \tilde{X}_s(q) + \tilde{u}_s(q)$, so that $\tilde{N}(q)$ is computed from the standard HNC Eq.( 2.23). Easily $\tilde{N}_s(q) = \tilde{N}(q) + \tilde{u}_s(q)$, and an inverse 2D Fourier transform on it, produces the new $N_s(r_{12})$. This procedure goes on until the desired accuracy is reached and the pair distribution function may be obtained from:

$$g(r_{12}) = 1 + X_s(r_{12}) + N_s(r_{12})$$ \hspace{1cm} (2.36)

Because the Laughlin wave function is treated as a Bose case, and it lies entirely in the LLL, the kinetic energy per particle will be

$$\frac{1}{N} \left< \frac{1}{m} | \hat{\mathcal{K}} | \Psi_m \right> = \frac{1}{2} \tilde{\eta} \omega_c.$$ \hspace{1cm} (2.37)

Instead the potential energy per particle is computed from the following formula:

$$\frac{1}{N} \left< \frac{1}{m} | \hat{\mathcal{V}} | \Psi_m \right> = \frac{\rho}{2} \int d^2r \, e(|r|) \left[ g(r) - 1 \right]$$ \hspace{1cm} (2.38)

where $e(|r|) = \frac{1}{4\pi\epsilon_0} \frac{e^2}{|r|}$.

### 2.2 Scaling Approximation for the Laughlin states

HNC theory has also been adopted in the study of the FQHE, to evaluate the pair distribution function for the variational wave function proposed by Laughlin [4].

It is well known that the (F)HNC techniques are intrinsically approximated because there is a set of cluster terms (corresponding to the so called elementary diagrams) which cannot
be fully included in any closed form. Whereas the approximation of totally neglecting these terms \([F]HNC/0\) leads to reliable results for the ground state energies, realistic evaluations of other quantities, like for instance the pair distribution function or the magnetoroton spectrum, require better approximations. Therefore, it is important to find numerical procedures to include efficiently the main contributions from the elementary diagrams.

In this thesis we propose a new scaling procedure for the inclusion of elementary diagrams in \((F)HNC\) calculations to be used in the study of the FQHE, and we apply it to the Laughlin case.

The HNC/0 approximation neglects \(E_r\) completely. The HNC/4 approximation includes the elementary diagrams of the simplest structure, namely the four point elementary diagram \(E_4(r)\). Higher order approximations include the five-points elementary structures (HNC/5), and so on. It is known that the series, HNC/0, HNC/4, ..., converges very slowly to the exact result. It is also known that the various elementary structures \(E_4(r), E_5(r), \ldots\) roughly scale with each other. Based on this property, the scaling approximation:

\[
E(r) = \alpha E_4(r),
\]

has been successfully used [10] in variational calculations on liquid \(^4\)He.

In this section we apply this approximation to calculate the pair function, the energy per particle and the magnetoroton spectrum for the Laughlin wave function. For a given filling factor \(\nu = 1/m\) we solve the HNC equations in HNC/0 approximation. Then we compute the four-point elementary diagram:

\[
E_4(r_{ij}) = \frac{\rho^2}{2} \int [h(r_{ik})h(r_{il})h(r_{jk})h(r_{jl})h(r_{kl})]d^2 r_k d^2 r_l,
\]

where \(h(r) = g(r) - 1\). From the correspondence [4] of \(|\Psi_m|^2\), with the partition function of a charge neutral two-dimensional plasma, it follows that [5] HNC/0 theory automatically
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<table>
<thead>
<tr>
<th>$m$</th>
<th>HNC/0</th>
<th>HNC/4</th>
<th>HNC/8</th>
<th>MHNC</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-0.4055</td>
<td>-0.4063</td>
<td>-0.4100</td>
<td>-0.4156</td>
<td>-0.410</td>
</tr>
<tr>
<td>5</td>
<td>-0.3240</td>
<td>-0.3247</td>
<td>-0.3274</td>
<td>-0.3340</td>
<td>-0.3277</td>
</tr>
</tbody>
</table>

Table 2.1: Interaction energies per particle in units of $\frac{\hbar^2}{4\pi a_0 e}$. satisfies the charge neutrality and the perfect screening sum rules,

$$\rho \int d^2 r \ [g(r) - 1] = -1,$$  

(2.41)

$$\rho \int d^2 r \ r^2 \ [g(r) - 1] = -2\hbar^2,$$  

(2.42)

but violates the compressibility sum rule. Therefore we fix the scaling parameter $\alpha$ by imposing the compressibility sum rule [5]:

$$\rho \int d^2 r \ r^4 [g(r) - 1] = -16\hbar^4 (1 - m/2).$$  

(2.43)

With the estimated $E(r)$ we solve again the HNC equation for a new $g(r)$ and we iterate the process until convergence is reached.

This approximation is much better than that used by Laughlin [4] in his original calculations, named Modified HNC (MHNC) [5]. MHNC approximation assumes that, for any given filling factor, $E(r)$ scales with respect to the corresponding function: $E^{(m=1)}(r)$ for filling $\nu = 1$, which is exactly known.

In fact the assumption that the shape of $E(r)$ does not change significantly with the filling factor is not justified, as shown in Fig. 2.1.

The results obtained for the energy per particle for $m = 3, 5$ are given in Table 2.1.
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Figure 2.1: Lowest order elementary (bridge) function $E_4(r)$ for Laughlin states $\nu = 1/3$ (solid) and $\nu = 1/5$ (dashed) compared to the exact $E(r)$ for the $\nu = 1$ state (dotted).

Our scaling approximation (HNC/S) is compared with HNC/0, HNC/4 and with the MHNC results of Ref. [4] and the Monte Carlo (MC) results of Ref. [7]. One can see that the HNC/S results are in much better agreement with the MC ones than the other approximation schemes.

The values found for the scaling coefficient $\alpha$, 6.25 for filling 1/3 and 5.2 for filling 1/5 are quite large, consistently with the fact that HNC/4 is a rather poor approximation. MHNC approximation gets worse for higher value of $m$.

In Fig. 2.2 we plot the pair distribution functions obtained for $\nu = 1/3$ and $\nu = 1/5$ by using HNC/0 and HNC/S techniques together with that given in Ref. [11] which fits the Monte Carlo data.

The agreement between the HNC/S pair function and the MC one is impressive especially
Figure 2.2: Comparison of $g(r)$ obtained from HNC/0 (dashed), HNC/S (solid) and the best MC data fitting of Ref. [11], (dotted) for the Laughlin states $\nu = 1/3$ and $\nu = 1/5$.

in the small $r$ regime. The $r^2$, $r^4$ and $r^6$ coefficients of $g(r)$ at small $r$ compares very well with the MC results of Ref. [11].

We also investigated the collective excitations in the single mode approximation (SMA), using the wave function [11, 12]:

$$\Phi^{(m)}_k = \overline{\rho}_k \Psi_m, \quad (2.44)$$

where $\overline{\rho}_k$ is the projection of the density operator $\rho_k = \sum_{j=1}^{N} \exp(i\overline{k} \cdot \vec{r}_j)$ onto the subspace of the lowest Landau level. In Fig. 2.3 we plot the excitation energies $\Delta(k)$ obtained with both HNC/S and HNC/0 at filling $\nu = 1/3$.

One can see that the effect of the elementary diagrams is quite sizeable for such a quantity, and HNC/0 approximation gives a higher gap. Similar results are found also at filling
Figure 2.3: The SMA collective excitation gap $D(k)$ in units $\frac{1}{\pi r_{so}^2}$ obtained from the HNC/0 and HNC/S pair distribution functions $g(r)$, for the Laughlin state $\nu = 1/3$. 

$\nu = 1/5$. 
3 The Extended Shadow Wave Functions for FQHE Hierarchical States

3.1 Introduction to the Extended Shadow Wave Function

The description of strong interparticle correlations in both Bose and Fermi systems with continuous degrees of freedom is a long-standing problem of current interest. More recently, the shadow wave function (SWF) has been proposed [13, 14] as a new variational ansatz to compute the properties of solid and liquid $^4$He at $T = 0$ K.

The SWF in the Bose case is given by

$$\Psi^B_{SWF}(\vec{r}_1, \cdots, \vec{r}_N) = \prod_{i<j} f_{pp}(\vec{r}_{ij}) \int \prod_{i=1}^N \chi(|\vec{r}_i - \vec{s}_i|) \prod_{i<j} f_{ss}(s_{ij}) d\vec{s}.$$  (3.1)

The quantity $\vec{s}$ denotes the set of coordinates $[\vec{s}_i]$, so-called “shadow” variables, associated with the particles. The respective correlation factors may be written as

$$f_{pp}(\vec{r}_{ij}) = e^{-\frac{U_{pp}(\vec{r}_{ij})}{2}},$$  (3.2)

and

$$f_{ss}(s_{ij}) = e^{-U_{ss}(s_{ij})},$$  (3.3)
where \( U_{pp}(r_{ij}) \) and \( U_{ss}(s_{ij}) \) represent, respectively, the particle-particle and the shadow-shadow (pseudo)potential. The structure of \( f_{ss}(s_{ij}) \) is the same as that of \( f_{pp}(r_{ij}) \), namely it heals out to unity at large intershadow distances, whereas the “correlation” \( \chi(x) \) between a particle and its associated shadow heals out to zero. [13]

Physically, the shadow variables \( \vec{s}_i \) can be thought of as mimicking the quantum correlation “holes” which the particles carry around themselves in the dense system.

The physical interpretation of a SWF as well as the request of more variational freedom and of full symmetry under exchange of any particle with any hole, suggests further extended forms for the SWF, so that a new type of so-called extended shadow wave function (ESWF) was proposed. [15]

The ESWF is of the form

\[
\Psi_{ES}(\vec{r}_1, \cdots, \vec{r}_N) = \prod_{i<j}^{N} f_{pp}(r_{ij}) \int \prod_{i,j}^{N,M} f_{ps}(|\vec{r}_i - \vec{s}_j|) \prod_{i<j}^{M} f_{ss}(s_{ij}) d\vec{S},
\]

where \( N \) and \( M \) are, respectively, the number of particles and the number of shadows.

The extension which Eq.(3.4) represents over the standard SWF of Eq.(3.1) concerns two aspects.

First, in the ESWF all shadows are correlated with all real particles rather than being in a one to one correspondence as in Eq.(3.1), allowing the possibility that the number and location of “holes” becomes different from those of the real particles. This form also allows for a description of lattice vacancies.

The second aspect, which is however related to the first, is that all three “correlation” functions, \( f_{pp}(x) \), \( f_{ps}(x) \), and \( f_{ss}(x) \), must heal out to unity at large values of \( x \).

In the case of an ESWF, the cluster diagrams of the pair distribution function are characterized by only three different types of points: \( p, s^R, s^L \), where \( p \) denotes particle and \( s^R, s^L \) denotes, respectively, right or left shadow coordinates. In fact, the normalization of
an ESWF is given by

\[
< \Psi_{ES}^B | \Psi_{ES}^B > = \int \prod_{i<j}^{N} f_{pp}^2(\tilde{r}_{ij}) \prod_{i,j}^{N,M} f_{ps}(|\tilde{r}_i - \tilde{s}_j|) \times \prod_{i<j}^{M} f_{ss}^2(\tilde{s}_{ij}^L) \prod_{i,j}^{N,M} f_{ps}(|\tilde{r}_i - \tilde{s}_j^R|) \prod_{i<j}^{M} f_{ss}^2(\tilde{s}_{ij}^R) \int dS^L dS^R dR, \tag{3.5}
\]

and coincides with the partition function of a classical three-component system \((p, s^R, s^L)\) interacting via the following (pseudo) potentials:

\[
U_{pp} = -\ln(f_{pp}^2), \tag{3.6}
\]

\[
U_{ps}^R = U_{ps}^L = -\ln(f_{ps}), \tag{3.7}
\]

\[
U_{ss}^R = U_{ss}^L = -\ln(f_{ss}), \tag{3.8}
\]

and

\[
U_{ss}^R = 0. \tag{3.9}
\]

The normalization integral (3.5) contains as integrand the square of the extended shadow wave function \(\Psi_{ES}^B\) as defined in expression (3.4). The real particle coordinates \(\tilde{r}_1, \cdots, \tilde{r}_N\) must, of course, be taken to be identical in both factors. However, two independent sets of shadow coordinates, over both of which must be integrated in formula (3.5), are needed for explicitly representing the square of wave function \(\Psi_{ES}^B\). In Eq.(3.5) these two independent sets of shadow particles are distinguished by the superscripts \(L\) and \(R\), referring to “left” and “right” shadows, respectively. Every real particle is correlated with every other real particle as well as with every “left” and “right” shadow. Every “left”
shadow is correlated in turn with every other “left” shadow. The same applies to the “right” shadows. Correlations between “left” and “right” shadows are absent.

### 3.2 The Three-component HNC Method for FQHE

The hierarchical states [16, 17] may be described microscopically by electronic wave functions which can be expressed as an ESWF.

A possible way of constructing wave functions for the second level of the hierarchy is to first particle-hole conjugate [18, 19] the Laughlin parent state $\Psi_{\nu_0}(z_1, \cdots, z_N)$ with filling factor $\nu_0 = 1/m$, where $m = 3, 5$:

$$\Psi_{1-1/m}(z_1, \cdots, z_N) = \hat{C} \left[ \Psi_{1/m}(z_1, \cdots, z_N) \right] = \int d\vec{S}_M \Psi^*_{1/m}(\vec{S}_M) \Phi_{\nu=1}(z_1, \cdots, z_N; \vec{S}_M)$$

(3.10)

The short-hand notation $\vec{S}_M$ represents the coordinates $\vec{s}_1, \cdots, \vec{s}_M$ of the $M$ holes, where $N$ and $M$ satisfy [19] the relation $N + M = m M$. The second hierarchy state $\Psi_\nu$ is then obtained by multiplying $\Psi_{1-1/m}(z_1, \cdots, z_N)$ with $\prod_{j<k}^N (z_j - z_k)^p$, where $p$ must be an even integer such that

$$\frac{1}{\nu} = \frac{1}{1 - \nu_0} + p .$$

(3.11)

It follows that

$$\Psi_\nu = \prod_{j<k}^N (z_j - z_k)^{p+1} e^{-\sum_{j=1}^N \frac{|z_j|^2}{2l_0^2}} \times \prod_{j<k}^N (s_j - s_k)^{p+1} e^{-\sum_{j=1}^M \frac{|s_j|^2}{2l_0^2}} d\vec{s} ,$$

(3.12)

where $l_0 = \sqrt{\frac{\hbar}{eB}}$ is the magnetic length and $z_k$ and $s_k$ are given in complex notation $x_k + iy_k$.

For instance, the Laughlin parent state $\nu_0 = \frac{1}{3}$ with $m = 3$ generates for $p = 2$ the daughter state $\nu = \frac{7}{3}$, whereas for $p = 0$ it produces the state $\nu = \frac{4}{3}$. Similarly, the Laughlin state $\nu_0 = \frac{1}{5}$ generates for $p = 0$ the daughter state $\nu = \frac{4}{5}$, and so on.
Seen from the perspective of the ESWF approach, the hole variable $\bar{s}_i$ may be interpreted as a shadow variable. The analytic form of the shadow-shadow and shadow-particle correlations is, in the present case fixed by the lowest Landau level constraint. In this sense, this is a variational wave function with no adjustable parameters.

A comparison between $\Psi_\nu$ and $\Psi_{ES}^B$ shows that $\Psi_\nu$ can be identified (after removal of the exponential factor which is relevant only in the trivial long wavelength limit) with a $\Psi_{ES}^B$, where

$$f_{pp}(jk) = (z_j - z_k)^{p+1}, \quad (3.13)$$

$$f_{ps}(jk) = (z_j - s_k), \quad (3.14)$$

and

$$f_{ss}(jk) = (s_j^* - s_k^*)^m (s_j - s_k). \quad (3.15)$$

Normalization of $\Psi_\nu$ yields

$$\langle \Psi_\nu | \Psi_\nu \rangle = \int \prod_{j<k}^N |z_j - z_k|^{2(p+1)} \prod_{j,k}^{N,M} (z_j^* - s_k^L)^m \prod_{j<k}^M (s_j^L - s_k^L)^m \prod_{j<k}^{N,M} (s_j^R - s_k^R)^m (s_j^L - s_k^L)^m \prod_{j<k}^M \prod_{j<k}^M d\bar{R}dS d\bar{S}^L d\bar{S}^R. \quad (3.16)$$

Writing

$$|z_j - z_k|^{2(p+1)} = e^{-U_{pp}}, \quad (3.17)$$

$$|s_j - s_k^R| = e^{-U_{pR}}, \quad (3.18)$$

and

$$(s_j^R - s_k^R)^m (s_j^L - s_k^L) = e^{-U_{RR}}, \quad (3.19)$$
we see that the normalization condition for $\Psi_s$ coincides with the partition function of a three-component (p, R, L) system interacting via the (pseudo)potentials

$$U_{pp} = -2(p + 1) \ln |z_j - z_k|, \quad (3.20)$$

$$U_{pR} = U_{pL} = -\ln |z_j - s_k^R| - i\theta_{jR,kR}, \quad (3.21)$$

$$U_{RR} = U_{LL} = -(m + 1) \ln |s_j^R - s_k^R| + i(m - 1)\theta_{jR,kR}, \quad (3.22)$$

and

$$U_{RL} = 0, \quad (3.23)$$

where $\tan(\theta_{jk}) = y_{jk}/x_{jk}$.

For our p, R, L system we can apply a three-component HNC treatment. This will improve upon the one-component HNC calculation of MacDonald et al., [18] based on the introduction of an ad-hoc effective potential mimicking the effect of the hole variables. While this is an approximation [18] (which we will presently overcome) it did allow inclusion of elementary diagrams in a simple way.

In the present work, for the sake of simplicity, we neglect the elementary diagrams, so we use the so-called HNC/0 approximation.

There is a major difference from the previously known HNC/0 treatments, since here the correlations $f_{ps}(jk)$ and $f_{ss}(jk)$, and consequently, several other HNC/0 quantities are complex functions and depend on both the $x_{jk}$- and $y_{jk}$-component of the interparticle coordinate $z_{jk}$.

The long range parts $U_{ps}^l(jk)$ and $U_{ss}^l(jk)$ bring an angular dependence into all the HNC quantities. However, it turns out that the nodal functions $N_{\alpha\beta}(jk)$ and non-nodal functions
\( X_{\alpha \beta}(jk) = g_{\alpha \beta}(jk) - 1 - N_{\alpha \beta}(jk) \) have a long range behavior exactly given by \(-U_{\alpha \beta}^{ij}(jk)\) and \(U_{\alpha \beta}^{ij}(jk)\), so that all pair distribution functions \(g_{\alpha \beta}(jk)\) are short ranged. [15]

The multi-component HNC/0 method is a generalization of the one-component one and an iteration scheme similar to that can be adopted here.

In the case of a multi-component system the corresponding HNC/0 quantities are given by the following equations:

\[ X_{\alpha \beta}(r_{12}) = e^{-U_{\alpha \beta}(r_{12}) + N_{\alpha \beta}(r_{12})} - 1 - N_{\alpha \beta}(r_{12}), \tag{3.24} \]

\[ N_{\alpha \beta}(r_{12}) = \sum_{\gamma} \rho_{\gamma} \int X_{\alpha \gamma}(r_{13})[X_{\gamma \beta}(r_{32}) + N_{\gamma \beta}(r_{32})] d\vec{r}_3, \tag{3.25} \]

and

\[ g_{\alpha \beta}(r_{12}) = 1 + X_{\alpha \beta}(r_{12}) + N_{\alpha \beta}(r_{12}) \tag{3.26} \]

where \(\rho_{\gamma}\) represents the densities of the different types of particles of the multi-component system.

We recall that the different “particles” identified as p (particle), R (right shadow), and L (left shadow) have densities \(\rho_{p}, \rho_{R},\) and \(\rho_{L}\).

Since \(\Psi_{ES}^{B}\) is symmetric under the exchange of shadow variables \(\vec{s}_{i}\), irrespective of \(\vec{r}_{i}\), there are only four independent HNC/0 quantities, i.e., \(N_{pp}, N_{pR} = N_{pL}, N_{RR} = N_{LL}, \) and \(N_{RL}\).

Among the three components p, R, L there are only four independent pairings: (pp), (pR), (RR), and (RL).

Introducing the two-dimensional (2D) Fourier transforms

\[ \tilde{F}_{pp}(q) = \rho_{p} \int e^{i\vec{q} \cdot \vec{r}} F_{pp}(r) d\vec{r}, \tag{3.27} \]

\[ \tilde{F}_{ps}(q) = \sqrt{\rho_{p} \rho_{s}} \int e^{i\vec{q} \cdot \vec{r}} F_{ps}(r) d\vec{r}, \tag{3.28} \]
\[ F_{ss}(q) = \rho_s \int e^{i\vec{q} \cdot \vec{r}} F_{ss}(r) \, d\vec{r}, \] (3.29)

with \( \rho_s = \rho_R = \rho_L \), the general formula of Eq. (3.25) becomes

\[ \tilde{N}_{\alpha\beta}(q) = \sum_{\gamma} \tilde{X}_{\alpha\gamma}(q)[\tilde{X}_{\gamma\beta}(q) + \tilde{N}_{\gamma\beta}(q)]. \] (3.30)

As \( R \) and \( L \) are hermitian conjugated we have: \( \tilde{F}_{pp}(q) = \tilde{F}_{pp}^*(q), \tilde{F}_{pR}(q) = \tilde{F}_{pR}^*(q), \tilde{F}_{RR}(q) = \tilde{F}_{LL}^*(q), \tilde{F}_{RL}(q) = \tilde{F}_{LR}^*(q) \), whereas \( \tilde{F}_{pR}(q) = \tilde{F}_{Rp}(q), \tilde{F}_{pL}(q) = \tilde{F}_{Lp}(q) \).

Keeping this in mind, we determine after some algebra all relations between HNC quantities in the Fourier space for the four possible independent pairings: (pp), (pR), (RR), and (RL):

\[ \tilde{X}_{pR}(q) + \tilde{N}_{pR}(q) = \frac{\tilde{X}_{pR}(q)[1 - \tilde{X}_{RR}(q)] + \tilde{X}_{pR}^*(q)\tilde{X}_{RL}(q)}{D(q)}, \] (3.31)

\[ \tilde{X}_{RR}(q) + \tilde{N}_{RR}(q) = \frac{[1 - \tilde{X}_{pp}(q)][1 - \tilde{X}_{RR}(q)] - \tilde{X}_{pR}(q)^2}{D(q)} - 1, \] (3.32)

\[ \tilde{X}_{RL}(q) + \tilde{N}_{RL}(q) = \frac{\tilde{X}_{RL}(q)[1 - \tilde{X}_{pp}(q)] + \tilde{X}_{pR}(q)\tilde{X}_{RL}(q)}{D(q)}, \] (3.33)

and

\[ \tilde{X}_{pp}(q) + \tilde{N}_{pp}(q) = \frac{[1 - \tilde{X}_{RR}(q)]^2 - [\tilde{X}_{RL}(q)]^2}{D(q)} - 1, \] (3.34)

where the denominator \( D(q) \) is given by

\[ D(q) = [1 - \tilde{X}_{pp}(q)][1 - \tilde{X}_{RR}(q)] - |\tilde{X}_{RL}(q)|^2 - |\tilde{X}_{pR}(q)|^2 [\tilde{X}_{RL}(q) + \tilde{X}_{RL}(q)] \]
\[ - \tilde{X}_{pR}(q)^2 [1 - \tilde{X}_{RL}(q)] - \tilde{X}_{pR}(q)^2 [1 - \tilde{X}_{RR}(q)]. \] (3.35)
As in a standard HNC/0 treatment our (pseudo)potentials of the form \( U(z) = a \ln(z) + \theta \) are separated into short-range and long-range parts:

\[
U^s(z) = -a K_0(Qz),
\]

and

\[
U^l(z) = a [\ln(z) + K_0(z)] + \theta,
\]

where \( K_0(x) \) is the modified Bessel function and \( Q \) is the cutoff parameter of the order of \( 1/l_0 \).

As a consequence, all nodal and non-nodal functions for all independent pairings (pp), (pR), (RR), and (RL) are split into their short- and long-range parts.

### 3.3 Results for the Hierarchical states

A three-component HNC/0 scheme has been implemented using ESWF for the hierarchy states corresponding to \( \nu = 2/7, 2/3, \) and \( 4/5 \). For numerical convenience the distances were expressed in dimensionless units \( r/l_0 \).

In Fig. 3.1 we plot the pair distribution function \( g(r) \) for \( \nu = 2/7 \) as a function of \( r/l_0 \) and compare it with that of Ref. [18].

It clearly shows characteristics of a liquid state.

The ground state interaction energy per particle, is found to be \( u(2/7) = -0.374 \frac{1}{4\pi a_0^2} \), which is in close agreement with the value \(-0.377(3) \frac{1}{4\pi a_0^2} \) of Morf and Halperin. [20]

In Fig. 3.2 we plot the structure factor \( S(q) \) for \( \nu = 2/7 \) as a function of \( q/l_0 \).

A further test of the ESWF and a useful source of information for future research is the study of small \( r \) behavior of the pair distribution functions [21]. Diagonalizing numerically the Hamiltonian for a finite system of 4 to 6 fermions, Yoshioka [22] obtained the coefficients of expansion of \( g(r) \) for small \( r \) which seem to vary continuously as function of \( \nu \). For small
3.3. Results for the Hierarchical states

Figure 3.1: Pair distribution function obtained from the ESWF (solid), compared to that of Mac-Donald et al. Ref. [18] (dashed), for the FQHE state $\nu = 2/7$.

$r$ around the origin $r = 0$, we can expand our $g(r)$ obtained from the three-component HNC/0 method in the following way:

$$g(r) = \sum_{i=0}^{\infty} c_i \left( \frac{r}{l_0} \right)^{2i}.$$  \hfill (3.38)

We least-square-fitted $g(r)$ in the region $0 \leq r \leq 1.7 l_0$ to obtain the coefficients $c_i$.

For $\nu = 2/7$ we found $c_0 = 0$, $c_1 = 0$, $c_2 = 0$, $c_3 = 0.008185$, $c_4 = -0.001455$, whereas for $i > 4$ the coefficients $c_i$ are zero within the limit of our numerical accuracy. The same procedure applied to the state $\nu = 4/5$ gives: $c_0 = 0$, $c_1 = 0.481689$, $c_2 = -0.133997$, $c_3 = 0.024499$, $c_4 = -0.002222$.

For the state $\nu = 2/3$ we obtain instead: $c_0 = 0$, $c_1 = 0.435377$, $c_2 = -0.117703$, $c_3 = 0.021723$, $c_4 = -0.001994$. These results agree rather closely with the finite-size calculations by Yoshioka. [22]
The small $r$ behavior of different FQHE pair distribution functions as a function of $r/l_0$ is plotted in Fig. 3.3.

Indeed, there are only small differences between states $\nu = 4/5$ and $\nu = 2/3$, as expected.

In Fig. 3.4 we plot the resulting $g(r)$ for the state $\nu = 2/3$, obtained from the ESWF, and compare it with that of Ref. [20].

The $g(r)$ for $\nu = 2/3$ is in rather good agreement with that obtained by Morf and Halperin [20] using non-antisymmetrized wave functions.

For instance, the ground state energy per particle was found to be $u(2/3) = -0.510 \frac{1}{4\pi q_0 e_0^2}$, very close to the result $-0.509(5) \frac{1}{4\pi q_0 e_0^2}$ of Morf and Halperin. [20] The ground state energy per particle of the state $\nu = 4/5$ was found to be $u(4/5) = -0.548 \frac{1}{4\pi q_0 e_0^2}$.

Accurate energy values for the states $\nu = 2/3$ and $\nu = 4/5$ are obtained from those at $\nu = 1/3$ and $\nu = 1/5$. 

Figure 3.2: Static structure factor $S(q)$ for $\nu = 2/7$, obtained from the ESWF.
Using the MC simulation data of Levesque et al. [7], via Eq. (3.39) of particle-hole symmetry, we compute $u(2/3)$ and $u(4/5)$,

$$
\nu u(\nu) = (1 - \nu) u(1 - \nu) + \sqrt{\frac{3}{8}} (1 - 2\nu) \frac{1}{4\pi \epsilon_0 c_0} \epsilon^2,
$$

yielding $u(2/3) = -0.518 \frac{1}{4\pi \epsilon_0 c_0} \epsilon^2$ and $u(4/5) = -0.5519 \frac{1}{4\pi \epsilon_0 c_0} \epsilon^2$, in reasonable agreement with our approximate values $-0.510 \frac{1}{4\pi \epsilon_0 c_0} \epsilon^2$ and $-0.548 \frac{1}{4\pi \epsilon_0 c_0} \epsilon^2$ for functions of the ESWF type.

Finally in Table 3.1 we make an overall comparison of the ground state energy per particle obtained using the ESWF, the results of M.W.C. Dharma-wardana [23] from a parametrization fit, and those of Morf and Halperin. [20]
Figure 3.4: Pair distribution $g(r)$ obtained from the ESWF (solid), compared to that of Morf and Halperin, Ref. [20] (dashed), for the state $\nu = 2/3$.

3.4 Conclusion

The main approximation in this calculation is to neglect the elementary function $E(r)$. It is known that this mainly affects the magnitude of the peak of the pair distribution function. It has also been shown that the scaling approximation applied to the four-point elementary diagrams provides almost exact results [24] for the one-component HNC. The extension of the scaling procedure to the three-component case is not completely straightforward. It is expected that the elementary diagrams which need to be scaled will be the $E_{pp}$ ones. The scaling coefficient may be obtained by requiring consistency on the available sum rules like, for instance, the kinetic energy sum rule.

The extension of ESWF to higher fractions in the hierarchical scheme requires larger multi-component systems. The study of ground state wave functions of the composite fermion
### 3.4. Conclusion

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>2/3</th>
<th>4/5</th>
<th>2/7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u(\nu) ) (ESWF)</td>
<td>-0.510</td>
<td>-0.548</td>
<td>-0.374</td>
</tr>
<tr>
<td>( u(\nu) ) (Ref. [23])</td>
<td>-0.518</td>
<td>-0.552</td>
<td>-0.379</td>
</tr>
<tr>
<td>( u(\nu) ) (Ref. [20])</td>
<td>-0.509(5)</td>
<td>not available</td>
<td>-0.377(3)</td>
</tr>
</tbody>
</table>

Table 3.1: Ground-state energies per particle \( u(\nu) \) in units of \( \frac{1}{3\pi^2 \hbar^2} \) for filling factors \( \nu = 2/3, 4/5, 2/7 \). The first row displays our ESWF results. The results of Dharma-wardana Ref. [23] are reported in the second row; \( u(2/3) \) and \( u(4/5) \) are obtained by applying particle-hole conjugation to the corresponding estimates of Ref. [23].

type [25] asks for the use of Fermi Hyper-Netted-Chain (FHNC) rather than HNC techniques. [26]
4 The Fermi Hyper-Netted–Chain theory for Laughlin quantum Hall states

4.1 Introduction to the FHNC

Integral equation techniques such as the Hyper-Netted-Chain (HNC) theory for bosons [5, 27] or the Fermi Hyper-Netted-Chain (FHNC) formalism for fermions [26, 28] permit an accurate evaluation of the radial distribution function and related quantities associated with a Jastrow and Jastrow-Slater wave function. In particular, they are extremely useful for calculations that are performed in the thermodynamic limit. They have been extensively and successfully applied in studies of quantum fluids such as liquid $^4$He, $^3$He, and nuclear matter. Recently, these methods have been also applied to problems in the newly developing areas of condensed matter theory such as the physics related to the FQHE. For a completely spin-polarized system of electrons the dominant sequence of fractional Hall states occurs for filling factors of the LLL, $\nu = p/(2p + 1)$, where $p \neq 0$ is an integer.

Laughlin’s interpretation [4] of the fractions $\nu = 1/m$ of the FQHE, where $m = 1, 3, 5 \ldots$, is well established and experimentally confirmed with high accuracy. He proposed a trial many-electron wave function of Jastrow type
\[ \psi_m = \prod_{j<k}^N (z_j - z_k)^m \prod_{j=1}^N \exp \left( -\frac{|z_j|^2}{4l_0^2} \right). \]  
(4.1)

Here, \( z_j \) is a complex coordinate, \( z_j = x_j + iy_j \), and \( l_0 = \sqrt{\frac{e}{\pi B}} \) is the magnetic length. This wave function describes a translationally invariant isotropic and incompressible liquid at a density \( \rho = \nu/2\pi l_0^2 \), corresponding to the lowest Landau level with filling factor \( \nu = 1/m \).

Laughlin studied the properties of the trial wave function (4.1), by using a modified version of the HNC theory, which is a well established technique for dealing with Bose quantum fluids.

Further applications of the HNC scheme to the FQHE have been performed by Chakraborty to study the elementary excitations [29] and Pietilainen and Chakraborty for the collective ones [30].

More recently, Jain [25] proposed a simple picture for understanding the origin of the FQHE by introducing the idea of a new kind of particle, called a \textit{composite fermion} (CF), that consists of an electron carrying an even number of vortices. In this interpretation he describes the electronic ground state for fillings \( \nu = p/(q_e p + 1) \) in terms of trial composite fermion wave functions of the form

\[ \Psi_{CF} = \hat{P}_{LLL} \prod_{j<k} (z_j - z_k)^{q_e} |\Phi_p >. \]  
(4.2)

Here, \( \hat{P}_{LLL} \) is the projection operator onto the lowest Landau-level, \( |\Phi_p > \) is an antisymmetric ground state of noninteracting electrons, \( q_e = 0, 2, 4 \ldots \) is an even number of vortices attached to each electron, and \( p = 1, 2, 3, \ldots \) is a positive integer.

The calculation, at various FQHE fillings, of relevant groundstate quantities, like the radial distribution function, \( g(r) \), the static structure factor, \( S(q) \) and the interaction energy per particle \( u(\nu) \) for the CF wavefunction, requires the use of the Fermi version of the HNC theory, namely the FHNC method. Therefore it is important to study the FHNC theory in
connection with the FQHE.

As far as the $\Psi_{CF}$ wavefunction is concerned, the presence of the LLL projection operator $\hat{P}_{LLL}$, limits the testing cases to those fillings where the CF wavefunctions are identical to the Laughlin ones, i.e $\nu = 1/(q_e + 1)$. For such cases there is no mixing with higher Landau levels and:

$$\frac{1}{N} < \hat{K} > = \frac{1}{N} \frac{\langle \hat{K} | \Psi_{CF} \rangle | \Psi_{CF} \rangle}{\langle \Psi_{CF} | \Psi_{CF} \rangle} \approx \frac{1}{2} \pi \omega_c . \quad (4.3)$$

In addition, FHNC scheme is a powerful tool to compute $\frac{1}{N} < \hat{K} >$ for the unprojected CF trial wavefunctions, providing a tool to estimate their spuriousness. We also check the validity of an approximation to the FHNC theory, known as Effective HNC (EFHNC) or Lado approximation, which simplifies enormously the problem of inclusion of elementary diagrams in the integral equation schemes.

Rewriting Eq.(4.1) as a product of a Bose Jastrow part with a Fermi Slater–determinant of single–particle states in the LLL, we readdress the problem by performing a Fermi analysis, applying the FHNC and EFHNC approaches to it.

### 4.2 FHNC theory for the Laughlin states

Let us consider a many–body wave function of the form

$$|\Psi > = \prod_{i<j} f(r_{ij}) |\Phi > . \quad (4.4)$$

The ket $|\Phi >$ represents a determinant of single–particle states $\varphi_o(\vec{r})$ and $f(r_{ij}) = f(|\vec{r}_i - \vec{r}_j|)$ is the dynamic correlation factor. The fermions may have internal spin degrees of freedom, a single state may be therefore occupied by $g_s$ particles, where $g_s$ denotes the spin degeneracy of each state.

Because of the “healing” property of the factor $f^2(r_{ij}) - 1 = h(r_{ij}) \rightarrow 0$ as $r_{ij} \rightarrow \infty$ the spatial correlations present in the wave function may be ordered in powers of the function
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\[ h(r_{ij}), \]

\[ |\Psi|^2 = [1 + \sum_{i<j}^N h(r_{ij}) + \sum_{i<j}^N \sum_{k<l}^N h(r_{ij}) h(r_{kl}) + \ldots] |\Phi|^2. \tag{4.5} \]

The (reduced) single-particle density matrix for the dynamically uncorrelated state is given by

\[ \hat{\rho}(\vec{r}_1, \vec{r}_2) = g_s \sum_{\alpha} \phi^*_\alpha(\vec{r}_1) \phi_\alpha(\vec{r}_2), \tag{4.6} \]

where \( g_s \) is the spin degeneracy of the quantum state \( \alpha \).

As it should be, we have \( \hat{\rho}(\vec{r}, \vec{r}) = \rho \), where \( \rho \) is the particle density of the Fermi system.

The central ingredient of the FHNC formalism is the statistical exchange factor

\[ l(\vec{r}_1, \vec{r}_2) = \frac{\hat{\rho}(\vec{r}_1, \vec{r}_2)}{\rho}. \tag{4.7} \]

Expression (4.1) describes a completely spin-polarized system, i.e., \( g_s = 1 \). Within the permutation expansion method of Fantoni and Rosati [26], \( |\Phi|^2 \) may be expanded in the number of permutations of particles or the number of exchange factors. After insertion into the expansion (4.5) the product may be ordered according to the number of particles involved. The resulting cluster terms contain both kinds of correlations and may be represented by cluster diagrams. As in the Bose case, the associated radial distribution function \( g(r) \) is then given by the sum of all irreducible diagrams obeying well-defined topological rules [26].

One defines nodal, non-nodal (composite), and elementary diagrams as in the Bose case, but there are now four different types for each of them. The four different classes of nodal and elementary diagrams are generally denoted by \( dd \) (direct-direct), \( de \) (direct-exchange), \( ee \) (exchange-exchange), and \( ce \) (circular-exchange).

The resulting radial distribution function \( g(r) \) is computed from the set of self-consistent FHNC equations given in Appendix A.
For a 2D electronic system in a transverse magnetic field $\vec{B} = (0, 0, B)$ described in the symmetric gauge by a vector potential $\vec{A} = \frac{1}{2} \vec{B} \times \vec{r}$, the single-particle states $|0, \alpha>$ of the lowest Landau level are represented by the wave functions

$$\varphi_\alpha(z) = c_\alpha z^\alpha \exp\left(-\frac{|z|^2}{4l_0^2}\right), \quad (4.8)$$

where $c_\alpha = \frac{1}{\sqrt{2\pi l_0^2}} \frac{1}{\alpha!}$ and $\alpha = 0, 1, 2\ldots$

To apply the FHNC formalism we must — in a first step — separate the ground state wave function into an appropriate determinant of an orthonormal set of single-particle wave functions, describing only statistical correlations present in a system of noninteracting fermions and a factor representing the dynamical correlations generated by the interactions among the particles. To illustrate the idea let us consider the simplest case $\nu = 1$,

$$\psi_{\nu=1} = \prod_{j < k}^N (z_j - z_k) \prod_{j=1}^N \exp\left(-\frac{|z_j|^2}{4l_0^2}\right). \quad (4.9)$$

This wave function can be cast into the form of a Vandermonde determinant of single-particle states. The associated one-body density matrix is

$$\hat{\rho}_{\nu=1}(z_1, z_2) = g_\nu \sum_{\alpha=0}^{N-1} \varphi_\alpha^*(z_1)\varphi_\alpha(z_2) = \rho_1 \exp\left[-\frac{\pi}{2} \rho_1 (|z_1|^2 + |z_2|^2)\right] \exp\left(\pi \rho_1 z_1^* z_2\right). \quad (4.10)$$

We observe the property $\hat{\rho}_{\nu=1}(z, z) = \rho_1$, where $\rho_1 = 1/(2\pi l_0^2)$ is the correct density that corresponds to $\nu = 1$. The spatial distribution function, in this case, has the explicit form

$$g_{\nu=1}(z_1, z_2) = 1 - \exp\left(-\pi \rho_1 |z_1 - z_2|^2\right). \quad (4.11)$$

For states $\nu = 1/m$, with $m = 3, 5$ we must, however, employ the FHNC technique [31], due to the presence of dynamical correlations.

For these filling factors the corresponding Laughlin wave function may be factorized into a Vandermonde determinant and a dynamically correlated function of Jastrow type. However,
to ensure that the associated density matrix $\hat{\rho}_{\nu}(z_1, z_2)$ has the correct behavior one has to modify the fermionic part as a determinant of single-particle wave functions of form

$$\varphi^i_{\alpha}(z) = c^i_{\alpha} z^\alpha \exp\left(-\frac{\pi}{2} \rho_m |z|^2\right),$$

where $c^i_{\alpha} = c_{\alpha} \frac{1}{\sqrt{m\alpha + 1}}$.

In this case we have

$$\hat{\rho}_{\nu}(z_1, z_2) = \rho_m \exp\left[-\frac{\pi}{2} \rho_m (|z_1|^2 + |z_2|^2)\right] \exp\left(\pi \rho_m z_1^* z_2\right).$$

We may easily verify that $\hat{\rho}_{\nu}(z, z) = \rho_m$ with $\rho_m = \nu \rho_1$ and $\nu = 1/m$.

After some elementary algebra we may finally write

$$l_\nu(z_1, z_2) = \exp\left(-\frac{\pi}{2} \rho_m |z_1 - z_2|^2\right) \exp\left[-i\phi(z_1, z_2)\right].$$

The phase factor $\phi(z_1, z_2)$ in Eq. (4.14) is

$$\phi(z_1, z_2) = \pi \rho_m r_1 r_2 \sin(\theta_1 - \theta_2).$$

Due to the peculiar form of the statistical exchange factor (4.14) the FHNC scheme becomes rather involved, mainly for the two following reasons. (i) The appearance of a complex input function (4.14) in the FHNC equations makes the numerical treatment more susceptible, (ii) the phase $\phi(z_1, z_2)$ is not invariant under translations, i.e., depends on the coordinates $z_1$ and $z_2$ separately, rather than only on the difference $|z_1 - z_2|$. As a consequence, the convolutions appearing in the set of chain equations cannot be simplified by transforming the integral into product form in the associated Fourier space as usually done in studies of quantum fluids such as liquid helium.

The HNC or FHNC relations of Appendix A provide a close set of equations for the nodal and non-nodal components only, if the elementary contributions (described by elementary diagrams) are known.
Several different approximation schemes are available for an appropriate evaluation of the elementary portions. However, at present we neglect such diagrams adopting the so-called FHNC/0 approximation. In this approximation we set \( E_{\alpha,\beta} = 0 \), where the indices are \((\alpha, \beta) = (\text{dd}), (\text{de}), (\text{ee}) \) and \((\text{cc})\). The FHNC/0 equations may be solved by an iterative procedure. We start by setting all \( N_{\alpha,\beta} = 0 \). The generated cyclic function \( X_{cc}(i, j) \) is complex and has the same phase factor as the statistical exchange functions \( l(i, j) \). In a second iterative cycle the output function \( X_{\alpha,\beta}(i, j) \) is inserted on the r.h.s of equations (A6–A10) etc., until convergence is achieved.

After performing some algebra we find that also quantity \( N_{cc}(i, j) \) has exactly the same phase factor, at each step of the iterative procedure.

Writing \( l_{\nu}(z_i, z_j) = l_{ef}(z_i, z_j) \exp [-i\phi(z_i, z_j)] \), with

\[
l_{ef}(z_i, z_j) = \exp\left(-\frac{\pi}{2} \rho_m |z_i - z_j|^2\right),
\]

we have

\[
N_{cc}(1, 2) = e^{i\phi(1, 2)} \rho \int d\tilde{r}_{13} F_1(\tilde{r}_{13}) F_2(\tilde{r}_{32}) e^{i\sigma(\tilde{r}_{13} \times \tilde{r}_{32})},
\]

\[
F_1(r) = -l_{ef}(r) + X_{cc}(r) + N_{cc}(r),
\]

and

\[
F_2(r) = X_{cc}(r).
\]

Next, we separate the pseudopotential associated with the Laughlin state, \( U(r_{12}) = 2(m - 1) \ln(|z_1 - z_2|) \), into a short- and a long-ranged part, respectively,

\[
U_s(r_{12}) = -2(m - 1) K_0(Q r_{12}),
\]

\[
U_l(r_{12}) = 2(m - 1) K_0(Q r_{12}) + 2(m - 1) \ln(r_{12}).
\]
Function $K_0(x)$ is the standard modified Bessel function and the wave number $Q$ is a cut-off parameter of order $1/\hbar_0$. Furthermore, all nodal and non-nodal functions are separated into their respective short- and long-range parts and the FHNC/0 scheme may be subsequently applied without difficulties.

4.3 The Effective Hyper-Netted-Chain Approximation

The square modulus of the many body wave function of Eq.(4.4), is expanded as in Eq.(4.5). Within the EFHNC method, one views the square of the wave function as some positive-valued function and writes it in the form

$$|\Phi|^2 = \exp\left[ \sum_{i<j}^N w_2(r_{ij}) + \sum_{i<j<k}^N w_3(\vec{r}_i, \vec{r}_j, \vec{r}_k) + \ldots \right],$$  \hspace{1cm} (4.22)

i.e., one emphasizes that the Pauli principle introduces many-body correlations between particles in analogy to the pseudopotential describing the dynamic correlations. Retaining only two-body correlations $[32]$, we have, approximately,

$$|\Phi|^2 \approx \exp\left[ \sum_{i<j}^N w(r_{ij}) \right].$$  \hspace{1cm} (4.23)

In a next step of a systematic approximation scheme, one may include triplet correlation factors, etc., until the required accuracy is achieved.

This approximation greatly simplifies the analysis of the problem $[33]$. Ignoring the kinetic energy (in the FQHE case it is quenched) the Fermi problem is effectively reduced to a Bose problem since the square of the Fermi wave function is of the form of a Bose wave function,

$$|\Psi|^2 = \prod_{i<j}^N f(r_{ij})^2 \prod_{i<j}^N \exp[w(r_{ij})] = \prod_{i<j}^N \tilde{f}(r_{ij})^2,$$  \hspace{1cm} (4.24)

with the effective correlation factor
\[ \hat{f}(r_{ij}) = f(r_{ij}) \exp\left[\frac{1}{2}w(r_{ij})\right] . \] (4.25)

Thus, we may simply adopt the Bose HNC formalism for evaluating the radial distribution function \( g(r_{ij}) \).

To construct the potential \( w(r) \) for a given determinant we require that the HNC evaluation of \( g(r) \) recovers the \textit{exact} radial distribution function of the noninteracting system, i.e., it should hold

\[ g_{\text{HNC}}(r_{ij}) = g_{\text{exact}}(r_{ij}) = 1 - \frac{1}{g_s} |l_{\text{exact}}(r_{ij})|^2 . \] (4.26)

The static structure function associated with the spatial distribution function \( g(r) \) is defined by

\[ S(k) = 1 + \rho [g(r) - 1]^{F} , \] (4.27)

where \([f(r)]^{F}\) denotes the two–dimensional Fourier transform of a function \( f(r) \). The inverse transform is

\[ g(r) = 1 + \frac{1}{\rho} [S(k) - 1]^{F^{-1}} . \] (4.28)

Consequently, the prescription leads us to the pseudopotential

\[ w(r) = \ln[g_{\text{exact}}(r)] - \frac{1}{\rho} \left[ \frac{S_{\text{exact}}(k) - 1}{S_{\text{exact}}(k)} \right]^{F^{-1}} , \] (4.29)

where the spatial distribution function \( g_{\text{exact}}(r) \) and the associated structure function \( S_{\text{exact}}(k) \) correspond to the dynamically uncorrelated determinant.

Employing Eq.(4.14) we have

\[ |l_{\nu}(z_1, z_2)|^2 = \exp\left(-\pi \rho_m |z_1 - z_2|^2\right) , \] (4.30)

and, consequently,

\[ g_{\text{exact}}(r) = 1 - \exp\left(-\frac{r^2}{2\hbar_0 m}\right) = 1 - \exp\left(-\pi \rho_m r^2\right) , \] (4.31)
\[ S_{\text{exact}}(k) = 1 - \exp \left( -\frac{k^2 l^2 m}{2} \right) = 1 - \exp \left( -\frac{k^2}{4\pi\rho_m} \right). \]  

(4.32)

With these expressions as input Eq.(4.29) provides an explicit expression for the potential \( w(r) \) and, consequently, due to Eq.(4.24) and (4.25), we arrive at:

\[ |\Psi|^2 = \prod_{i<j}^N \exp [\tilde{u}(r)], \]  

(4.33)

where \( \tilde{u}(r) = 2(m - 1)\ln(r) + w(r) \). We may now employ the familiar boson HNC/0 formalism.

Decomposing the function \( w(r) \) into a short- and a long-range portion,

\[ w(r_{12}) = w_s(r_{12}) + w_l(r_{12}), \]  

(4.34)

we may write

\[ w_s(r_{12}) = \ln \left[ g_{\text{exact}}(r_{12}) \right] \]  

(4.35)

and

\[ w_l(r_{12}) = -\frac{1}{\rho} \left\{ \frac{[S_{\text{exact}}(k) - 1]^2}{S_{\text{exact}}(k)} \right\} F^{-1}. \]  

(4.36)

This decomposition achieves an analogous convenient separation \( \tilde{u}(r) \) of the pseudo-potential,

\[ \tilde{u}_s(r_{12}) = -2(m - 1)K_0(Qr_{12}) + w_s(r_{12}), \]  

(4.37)

\[ \tilde{u}_l(r_{12}) = 2(m - 1)K_0(Qr_{12}) + 2(m - 1)\ln(r_{12}) + w_l(r_{12}). \]  

(4.38)

Consequently, the \( k \)-space representation of the long-ranged part of the pseudo-potential \( \tilde{u}_l(k) \), may be analytically performed and poses no computational problems for applying the standard HNC/0 theory.
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4.4 Results

We have performed numerical calculations on the ground state energy, the spatial distribution function and the static structure function corresponding to correlated states of Laughlin type describing the fractional quantum Hall effect, in FHNC/0 and EFHNC/0 approximation. In the case \( \nu = 1 \), the FHNC/0 approximation reproduces the exact result. For other Laughlin states \( \nu = 1/m \) the FHNC/0 and EFHNC/0 results provide very accurate approximations for the ground state interaction energy per particle. For both Fermi and Bose case, the interaction energy per particle is given by the relation:

\[
u(\nu) = \frac{1}{N} \frac{< \Psi_m | V | \Psi_m >}{< \Psi_m | \Psi_m >} = \frac{2m}{2} \int v(r)[g(r) - 1]d^2r ,
\]

where \( v(r) = \frac{1}{4\pi c_0} \frac{e^2}{c} \).

For comparison, the FHNC/0 and EFHNC/0 results, the familiar HNC/0 results, and the Monte Carlo (MC) results, reported by Levesque et al. [7], which correspond to the Laughlin states \( \nu = 1/3 \) and \( 1/5 \) are listed in Table 4.1.

The HNC/0 and the FHNC/0 data are rather close to each other, the HNC/0 result on the energy being slightly lower than the energy in FHNC/0 approximation. The differences between the HNC/0 and the EFHNC/0 data are almost negligible. We may understand this finding, by observing the relationship between the function \( \tilde{u}_l(k) \) in EFHNC/0 approximation and the function \( u_l(k) \) appearing in the HNC/0 scheme. It is easily checked that

\[
\begin{array}{|c|c|c|c|c|}
\hline
m & FHNC/0 & HNC/0 & EFHNC/0 & MC \\
\hline
3 & -0.4026 & -0.4056 & -0.4060 & -0.4100 \\
5 & -0.3228 & -0.3244 & -0.3243 & -0.3277 \\
\hline
\end{array}
\]

Table 4.1: Interaction energies per particle in units of \( \frac{1}{\pi e^2} \) for the Laughlin states \( \nu = 1/3 \) and \( \nu = 1/5 \).
both quantities have exactly the same long-wavelength limit,

$$\lim_{k \to 0} \tilde{u}_l(k) = \lim_{k \to 0} u_l(k) = -\frac{\gamma}{k^2},$$

(4.40)

where $\gamma = 4\pi m$. Their respective short-range parts $\tilde{u}_s(r)$ and $u_s(r)$ are compared in Fig. 4.1.

![Figure 4.1: Comparison of the numerical results on the short-ranged parts of the pseudopotential $\tilde{u}_s(r)$, in the EFHNC/0 approximation (solid), and the pseudopotential $u_s(r)$, in HNC/0 approximation, for the filling factor $\nu = 1/3$.](image-url)

We see that they are very close to each other, indicating that the EFHNC/0 scheme provides a good approximation.

In Fig. 4.2 we plot the numerical results on the radial distribution function $g(r)$ obtained for $\nu = 1/3, 1/5$ within the FHNC/0 and EFHNC/0 approximation scheme.

The data are compared with the respective HNC/0 results and those of Girvin et al. [11] fitting the MC data.

The value of the ground state energy per particle is only marginally affected by inclusion
of the elementary contributions. The influence of the elementary pieces on the detailed shape of the radial distribution function is somewhat larger. Within the FHNC there are four different classes of elementary diagrams, whereas there is only one class in the HNC and EFHNC case. The scaling approximation [24] in the HNC case has been proven to be sufficiently adequate to account for the effect of the elementary diagrams. We have verified that a similar feature holds in the EFHNC case. A systematic numerical calculation within the EFHNC/S reproduces the MC results [7].

The structure factors \( S(q) \) for the same Laughlin states are plotted in Fig.4.3 as functions of the variable \( q\ell_0 \), in FHNC/0 and EFHNC/0 approximation. They are also compared with the respective HNC/0 results.
Figure 4.3: The static structure factor $S(q)$ obtained from FHNC/0 (solid), HNC/0 (dashed) and EFHNC/0 (dots) approximation, for the Laughlin states $\nu = 1/3$ and $\nu = 1/5$.

Thus the FHNC and EFHNC formalism permits to treat strongly correlated Fermi systems in the thermodynamic limit at a high level of precision, providing valuable tools to study the properties of the more general class of wave functions of the composite fermion type [25].

4.5 Conclusions

The above analysis of Laughlin quantum Hall states should be considered as a first successful accuracy test towards a general treatment of correlations arising from more complicated Fermi wavefunctions such those of CF type. The results obtained from the FHNC and EFHNC analysis are similar to the results derived by the bosonic HNC treatment and are very close to the best Monte Carlo estimates. The mixing of higher Landau levels into the unprojected CF wavefunction, a problem never studied in the thermodynamic limit, and
only in a few cases [34] studied by MC techniques, can also be addressed in this spirit.

The EFHNC method opens the way to an alternative possibility for incorporation of the presently neglected elementary diagrams, thus permitting us to go beyond the FHNC/0 approximation, improving systematically the results for any FQHE filling.
5 The Composite Fermion Quantum Hall States

5.1 Introduction on the Composite Fermion Theory

For fully spin-polarized (spinless) electrons, the most pronounced FQHE states occur when filling of the lowest Landau level (LLL) is: \( \nu = 1/m \), where \( m = 1, 3, 5 \ldots \) and they are very well described by the Laughlin wavefunction.

The origin of the electronic states at so-called higher-order FQHE states at \( \nu = p/q \) has been less clear. Jain [25, 35] has proposed a remarkably simple picture to understand the origin of the FQHE, by introducing the idea of a new kind of particle called composite fermion (CF), which is an electron carrying an even number of vortices of the wave function. The fundamental property of the CF-s is that they experience an effective field \( B^* = B - q_e \phi_0 \rho \), where \( \phi_0 = \hbar/e \) is the quantum of the magnetic flux and \( q_e \) is an even integer.

Thus the liquid of strongly correlated electrons at \( B \) is equivalent to a liquid of weakly interacting CF-s at \( B^* \), or otherwise the FQHE is regarded as the integer quantum Hall effect (IQHE) of novel composite fermions.

The stable fractional filling factors obtained in this way are: \( \nu = p/(q_e p \pm 1) \), where \( q_e = 0, 2, 4 \ldots \) is the even number of vortices attached to each electron and \( p = 1, 2, 3 \ldots \) is the corresponding number of CF Landau levels.
For sake of simplicity we confine the discussion below to the special filling factors $\nu = p/(q_e p + 1)$, where the corresponding CF filling factor is $\nu^* = p$.

Let us denote the ground state of noninteracting electrons at $\nu^* = p$, by $|\Phi_p >$. The corresponding wave function for the CF-s is obtained by attaching $q_e$ vortices to each electron in the state $|\Phi_p >$, which amounts to correlate $|\Phi_p >$ by a a multiplication with a Jastrow factor $\prod_{j<k} (z_j - z_k)^{q_e}$. Thus the electronic ground state at $\nu = p/(q_e p + 1)$ is described by the trial CF wave function:

$$|\Psi_{CF} > = \hat{P}_{LLL} \prod_{j<k} (z_j - z_k)^{q_e} |\Phi_p > ,$$

firstly introduced by Jain [25], where $\hat{P}_{LLL}$ is the lowest-Landau-level projection operator.

For the special case of the ground state at $\nu = 1/(q_e + 1)$, namely for $p = 1$ the CF wave function is identical to the Laughlin wave function [4], which has already been known to be a very accurate representation of the exact ground state at $\nu = 1, 1/3, 1/5$. There is also a strong evidence for the validity of the CF theory from several numerical studies performed mainly on few electron systems [36, 37].

Exact calculations, in particular, are limited to systems with few electrons and extrapolation to the thermodynamic limit is not totally unambiguous. The difficulty gets more and more severe as $\nu \rightarrow 1/2$. The Fermi-Hyper-Netted-Chain technique (FHNC) seems very attractive in this respect, as it treats the many particle fermionic system exactly in the thermodynamic limit.

In this section we apply for the first time the Fermi-Hyper-Netted-Chain (FHNC) theory and the Effective-Hyper-Netted-Chain (EFHNC) method to the unprojected CF wavefunctions of the FQHE corresponding to filling factors $\nu = p/(q_e p + 1)$, where $q_e = 0, 2, 4$ and $p = 1, 2, 3, \ldots$.

This represents a first step towards a more systematic study in which the projection onto
We have seen that integral equation techniques, such as Hyper-Netted-Chain (HNC) theory for bosons [5, 27] or Fermi-Hyper-Netted-Chain (FHNC) for fermions [26], allow for a realistic evaluation of the radial distribution function and related quantities for Jastrow and Jastrow-Slater wavefunctions. In particular, they are extremely useful when calculations must be performed strictly in the thermodynamic limit.

FHNC theory can always be applied on Fermi systems described by a many body wave function of the form:

$$|\Psi> = \prod_{i<j}^{N} f(r_{ij}) |\Phi> .$$

The ket $|\Phi>$ is a Slater determinant of single particle states $\varphi_n(\vec{r})$ for fermions and $f(r_{ij}) = f(|\vec{r}_i-\vec{r}_j|)$ is the so called dynamical correlation factor. More elaborated trial wavefunctions, containing, for instance, triplet and/or backflow correlations, can also be handled.

The radial distribution function $g(r_{ij})$ is expressed as a sum of irreducible cluster diagrams constructed with (i) the “bosonic” bond $h(r_{ij}) = f(r_{ij})^2 - 1$, and (ii) the “statistical exchange” bond $l(\vec{r}_i, \vec{r}_j) = \hat{\rho}(\vec{r}_i, \vec{r}_j)/\rho$, where $\rho$ is the particle density, $\hat{\rho}(\vec{r}_i, \vec{r}_j)$ is the uncorrelated one-body density matrix:

$$\hat{\rho}(\vec{r}_i, \vec{r}_j) = g_s \sum_{\alpha} \varphi_{\alpha}^{*}(\vec{r}_i) \varphi_{\alpha}(\vec{r}_j) ,$$

(5.3)
and \( g_s = 1 \) is the spin degeneracy for the case being.

In the above equation, the sum over \( \alpha \) is extended over all occupied single particle states \( \varphi_{\alpha}(\vec{r}) \).

For a magnetic field \( \vec{B} \) in the \( \hat{z} \) direction, with a symmetric gauge vector potential \( \vec{A} = \frac{1}{2} \vec{B} \times \vec{r} \), the eigenstates of the ideal Hamiltonian:

\[
\hat{H}_0 = \frac{1}{2m_e} (-i\hbar \vec{\nabla} + e\vec{A})^2 ,
\]

for the various Landau levels \( n = 0, 1, 2, \ldots \), are given by:

\[
|n, m> = \varphi_{n,m}(z) = \frac{1}{\sqrt{2^m m!}} \exp\left(\frac{z z^*}{4l_0^2}\right) \left(\frac{2l_0}{\hbar} \frac{\partial}{\partial z}\right)^n \varphi_{0,m}(z) \exp\left(-\frac{z z^*}{4l_0^2}\right) ,
\]

where

\[
\varphi_{0,m}(z) = \frac{1}{\sqrt{2^m m!}} \left(\frac{z}{l_0}\right)^m \varphi_{0,0}(z) ,
\]

\[
\varphi_{0,0}(z) = \frac{1}{\sqrt{2\pi l_0^2}} \exp\left(-\frac{z z^*}{4l_0^2}\right) ,
\]

and \( m = 0, 1, 2 \ldots \) is the angular momentum quantum number.

The manifold of states with energy \( \hbar \omega_n (n + 1/2) \) constitutes the \( n \)-th Landau level.

The first step in order to apply the FHNC theory is the knowledge of an orthonormal set of single particle wavefunctions which fully describe the unperturbed Fermi system.

To illustrate the idea, let us firstly consider the simple case \( \nu = 1 \), obtained for \( p = 1 \) and \( q_e = 0 \).

The CF wavefunction \( |\Psi_{\nu=1}^{CF}\rangle \), is in this case the Vandermonde determinant of single particle states \( \varphi_{0,m}(z) \) of Eq.(5.6).

The density matrix for the case \( \nu = 1 \) is:
\[ \hat{\rho}_{\nu=1}(z_1, z_2) = \sum_{m=0}^{N_s-1} \varphi_0^* \varphi_{0,m}(z_1) \varphi_{0,m}(z_2) = \frac{1}{2\pi l_0^2} \exp(-\frac{1}{4} \frac{|z_1 - z_2|^2}{l_0^2}) \exp[-\frac{1}{4l_0^2} (z_1^* z_2 - z_1 z_2^*)] , \]

(5.8)

where \( N_s \) is the degeneracy of each Landau level.

We observe that \( \hat{\rho}_{\nu=1}(z, z) = \rho_1 \), where \( \rho_1 = 1/2\pi l_0^2 \) is the density which corresponds to \( \nu = 1 \).

For the case \( \nu = 1 \), \( q_e \) in Eq.(5.1) is equal to zero and the uncorrelated radial distribution function is simply:

\[ g_{\nu=1}(z_1, z_2) = 1 - e^{-\pi \rho_1 |z_1 - z_2|^2} . \]

(5.9)

For CF states, at filling \( \nu = 1/(q_e + 1) \) (the Laughlin states) one need the full machinery of FHNC. In this case only the LLL orbitals are occupied, therefore the statistical exchange term results to be:

\[ l_1(z_1, z_2) = \exp(-\frac{1}{4} \frac{|z_1 - z_2|^2}{l_0^2}) \exp[i\phi(z_1, z_2)] , \]

(5.10)

with the phase factor \( \phi(z_1, z_2) \) given by:

\[ \phi(z_1, z_2) = \frac{1}{2l_0^2} r_1 r_2 \sin(\theta_2 - \theta_1) = \frac{1}{2l_0^2} (\vec{r}_2 \times \vec{r}_1)_z . \]

(5.11)

It is known that the FHNC technique is intrinsically approximated because there is a set of cluster diagrams (corresponding to the so called elementary diagrams) which cannot be fully included in any closed form. Several schemes have been devised to include such cluster diagrams at various levels of approximation. The simplest approximation of totally neglecting these terms (FHNC/0) already leads to reliable results and we adopted it in this paper.
The full formalism of FHNC/0 theory for the Laughlin states has been reported elsewhere [38]. Here we limit ourselves to generalize such a scheme to the unprojected CF states.

As in a standard computation, we separate the CF (pseudo)potential: \( U(r_{12}) = 2q_e \ln(|z_1 - z_2|) \) into its short and long-ranged parts:

\[
U_s(r_{12}) = -2q_e K_0(Q r_{12}) ,
\]

\[
U_l(r_{12}) = 2q_e K_0(Q r_{12}) + 2q_e \ln(r_{12}) ,
\]

where \( K_0(x) \) is the modified Bessel function and \( Q \) is a cut-off parameter of order of \( 1/k_0 \). Furthermore, all nodal and non-nodal functions are split into their short and long range parts so that FHNC/0 scheme can directly be applied.

Knowing that the general CF state of the form \( \nu = p/(q_e + 1) \) is described by the trial CF wave function of Eq. (5.1), the one-body density matrix is written as:

\[
\hat{\rho}_\nu(z_1, z_2) = \sum_{n=0}^{N_z-1} \sum_{m=0}^{N_s-1} \varphi_{n,m}^*(z_1) \varphi_{n,m}(z_2)
\]

One can easily prove that the contribution to \( \hat{\rho}_\nu(z_1, z_2) \) coming from the \( n \)-th Landau level is:

\[
\sum_{m=0}^{N_s-1} \varphi_{n,m}^*(z_1) \varphi_{n,m}(z_2) = L_n(\frac{|z_1 - z_2|^2}{2k_0^2}) \sum_{m=0}^{N_s-1} \varphi_{0,m}^*(z_1) \varphi_{0,m}(z_2) ,
\]

where \( L_n(x) \) are the Laguerre polynomials of order \( n \).

After some algebra, the statistical exchange term turns out to be:

\[
l_\nu(z_1, z_2) = \left\{ \sum_{n=0}^{p-1} L_n(\frac{|z_1 - z_2|^2}{2k_0^2})/p \right\} \exp(-\frac{|z_1 - z_2|^2}{4k_0^2}) \exp[i \frac{i}{2k_0} (\vec{r}_2 \times \vec{r}_1)_z] .
\]
The systematic knowledge of the statistical exchange term \( l_{\nu}(z_1, z_2) \) for all the fractional states \( \nu = p/(q_r p + 1) \), enables us to readily apply the FHNC theory to all the unprojected CF states.

The intrinsic L.L. mixing of the CF wavefunctions implies a projection onto the L.L.L. The Jastrow factor already provides a good projection [39], which is particularly effective as far as ground state properties are concerned. However, to study other quantities, such as the excitation spectrum, the full L.L.L projection seems to be needed.

Unfortunately, such projection leads to a wavefunction which cannot be directly treated within the FHNC formalism, because the structure of a determinant of single particle orbitals is lost.

One can adopt the projection technique used by Bonesteel [34] to calculate the excitation gaps of \( \nu = 1/3, 1/5, 1/7 \), which however is limited to Slater determinants spanning two Landau levels only. The extension of such technique to more L.L.-s appears to be numerically unaccessible.

A more general projection scheme, applied to few electron systems in a spherical geometry [37], seems to be more promising. Such a scheme brings in a many-body dependency on all single particle orbitals, which however can be handled by introducing state-dependent correlations in the wavefunction, in close analogy to “backflow” correlations [40] of liquid \(^3\)He.

### 5.3 The Effective Hyper-Netted-Chain Method

The Effective Hyper-Netted-Chain (EFHNC) method [38], also known as Lado approximation [32], described in Chapter 4, can be applied to the unprojected CF wave function too.
This prescription leads us to the (pseudo)potential,

\[ w(r) = \ln[g_{\text{exact}}(r)] - \frac{1}{\rho} \left( \frac{S_{\text{exact}}(k) - 1}{S_{\text{exact}}(k)} \right)^{F-1}, \quad (5.17) \]

where \( S_{\text{exact}}(k) = 1 + \rho \left[ g_{\text{exact}}(r) - 1 \right]^F \), \( [f(r)]^F \) denotes the 2D Fourier transform of a function \( f(r) \) and \( [f(k)]^{F-1} \) is the 2D inverse Fourier transform of \( f(k) \).

For a Slater determinant with \( p \) filled Landau levels we get:

\[ g_{\text{exact}}(r) = 1 - \exp \left( -\frac{r^2}{2l_0^2} \left\{ \sum_{n=0}^{n-1} L_n \left( \frac{r^2}{2l_0^2} \right) / p \right\}^2 \right). \quad (5.18) \]

With these expressions as input, Eq.(5.17) provides an explicit expression for the potential \( w(r) \) and, consequently, we obtain:

\[ |\Psi_{CF}|^2 = \prod_{i<j}^{N} \exp \left[ \tilde{u}(r) \right], \quad (5.19) \]

where \( \tilde{u}(r) = 2q_e \ln(r) + w(r) \). We may now employ the familiar boson HNC formalism.

Decomposing the function \( w(r) \) into a short- and a long-range portion,

\[ w(r_{12}) = w_s(r_{12}) + w_l(r_{12}) \],

we may write

\[ w_s(r_{12}) = \ln \left[ g_{\text{exact}}(r_{12}) \right] \],

\[ w_l(r_{12}) = -\frac{1}{\rho} \left\{ \frac{[S_{\text{exact}}(k) - 1]^2}{S_{\text{exact}}(k)} \right\}^{F-1}. \quad (5.22) \]

This decomposition achieves an analogous convenient separation for the (pseudo)potential \( \tilde{u}(r) \),

\[ \tilde{u}_s(r_{12}) = -2q_e K_0(Qr_{12}) + w_s(r_{12}), \quad (5.23) \]

\[ \tilde{u}_l(r_{12}) = 2q_e K_0(Qr_{12}) + 2q_e \ln(r_{12}) + w_l(r_{12}). \quad (5.24) \]
Finally, the $k$-space representation of the long-ranged part of the (pseudo)potential $\tilde{u}_i(k)$, may be analytically obtained and the standard HNC theory can be employed.

5.4 The quasi-particle–quasi-hole excitation spectrum of the CF state

In this section we report a method used to compute the quasiparticle-quasihole excitations for the unprojected CF wavefunction within the FHNC theory. The low energy neutral excitations are obtained by promoting a single CF to the next higher CF Landau level (LL). For instance, a low energy band of excited states above the $\nu = 1/(q_e + 1)$ ground state is constructed by promoting a CF from the lowest pseudo-Landau level, to the first excited pseudo-Landau level.

The excitation gaps can be calculated, by adopting a technique firstly introduced by Friedman and Pandharipande [41] in the context of nuclear matter.

Supose we have $p$ Landau levels filled. The statistical exchange correlation associated with $|\Psi_p\rangle$, is $l_{q_e}(p, r_{12})$ and the interaction energy per particle $u_{q_e}(p)$ is a functional of $f(r)$ and $l_{q_e}(p, r)$.

Promoting a CF from the $p$-th LL to the $(p+1)$-th one, will produce a correlated wavefunction $|\Psi_{ph}\rangle$, which is orthogonal to $|\Psi_{CF}\rangle$ because of angular momentum conservation.

The quasiparticle-quasihole excitation brings a new statistical exchange term in the cluster diagrams of the radial distribution function, given by:

$$p^h_{q_e}(p, z_1, z_2) = \frac{1}{\rho} \left( \sum_{n=0}^{p-1} \sum_{m=0}^{N_e-1} \varphi^*_{n,m}(z_1) \varphi_{n,m}(z_2) + \frac{1}{N_s} \sum_{m=0}^{N_e-1} \varphi^*_{p,m}(z_1) \varphi_{p,m}(z_2) - \right.$$  
$$\left. \frac{1}{N_s} \sum_{m=0}^{N_e-1} \varphi^*_{p-1,m}(z_1) \varphi_{p-1,m}(z_2) \right\}$$  

(5.25)
In calculating the energy per particle, \( u_{q_e}^{ph}(p) = \frac{1}{N} \frac{\langle \Psi_{q_e}^{ph} | \mathcal{V} | \Psi_{q_e}^{ph} \rangle}{\langle \Psi_{q_e}^{ph} | \Psi_{q_e}^{ph} \rangle} \) corresponding to \( |\Psi_{q_e}^{ph} \rangle \), the quasiparticle-quasihole exchange term \( l_{q_e}^{ph}(p, z_1, z_2) \) must occur only once in any FHNC cluster diagram, so that the excitation energy, \( \Delta_{q_e}(p) = u_{q_e}^{ph}(p) - u_{q_e}(p) \) is of the order of \( 1/N_s \), as it should.

The calculation of \( \Delta_{q_e}(p) \) can be done by introducing a “mixed” statistical exchange correlation

\[
l_{q_e}(x, p, r_{12}) = l_{q_e}(p, r_{12}) + x[l_{q_e}(p + 1, r_{12}) - l_{q_e}(p, r_{12})]
\]

(5.26)

where the fraction \( x \) of CF-s removed from the \( p \)-th LL, and placed to the next higher \( (p + 1) \)-th level, is considered as a smallness parameter.

The derivative with respect to \( x \) of the excitation energy \( \Delta_{q_e}^{ph}(x, p) \), gives the quasiparticle-quasihole gap for a general CF state \( \nu = p/(q_e p + 1) \), namely:

\[
\Delta_{q_e}(p) = \frac{\partial}{\partial x} \left( u_{q_e}^{ph}[l_{q_e}(x, p, r), f(r)] - u_{q_e}^{ph}[l_{q_e}(p, r), f(r)] \right)
\]

(5.27)

The calculation of \( u_{q_e}^{ph}[l_{q_e}(x, p, r), f(r)] \) is done in the same way as the calculation for \( u_{q_e}^{ph}[l_{q_e}(p, r), f(r)] \), namely employing the same FHNC code.

### 5.5 Results and Conclusions

In this section we report the results obtained for the groundstate interaction energy per particle, radial distribution function and quasiparticle-quasihole excitation spectrum for several unprojected CF wavefunctions.

The radial distribution function \( g(r) \) has been calculated by using the FHNC/0 and EFHNC/0 approximation as described in the previous sections. Table 5.1 and Table 5.2 present the ground state energies per particle of the two series of FQHE states, \( \nu = 1/3, 2/5, 3/7 \ldots \)
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<table>
<thead>
<tr>
<th>ν</th>
<th>FHNC/0</th>
<th>EFHNC/0</th>
<th>Ref. [42]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/3</td>
<td>-0.40257</td>
<td>-0.4056</td>
<td>-0.409828(27)</td>
</tr>
<tr>
<td>2/5</td>
<td>-0.43054</td>
<td>-0.4309</td>
<td>-0.432804(62)</td>
</tr>
<tr>
<td>3/7</td>
<td>-0.44510</td>
<td>-0.4452</td>
<td>-0.442281(62)</td>
</tr>
<tr>
<td>4/9</td>
<td>-0.45300</td>
<td>-0.4531</td>
<td>-0.447442(115)</td>
</tr>
<tr>
<td>5/11</td>
<td>-0.45796</td>
<td>-0.4580</td>
<td>-0.450797(175)</td>
</tr>
<tr>
<td>6/13</td>
<td>-0.46137</td>
<td>-0.4614</td>
<td>–</td>
</tr>
<tr>
<td>7/15</td>
<td>-0.46386</td>
<td>-0.4639</td>
<td>–</td>
</tr>
<tr>
<td>8/17</td>
<td>-0.46576</td>
<td>-0.4658</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 5.1: Interaction energies per particle \( u(ν) \) expressed in units \( \frac{1}{4\pi\alpha} \frac{e^2}{\epsilon_0} \) computed by using unprojected CF wavefunctions, for fillings \( ν = p/(2p + 1) \). The values in the second and third column refer to the FHNC/0 and EFHNC/0 approximations, in the fourth column we report the estimates of Jain and Kamilla Ref. [42] obtained using projected CF wavefunctions in the spherical geometry.

and \( ν = 1/5, 2/9, 3/13 \).

One can see that, the results obtained with the two schemes are almost identical. At \( ν = 1/2 \) both FHNC/0 and EFHNC/0 give an interaction energy per particle of \(-0.479(9) \frac{1}{4\pi\alpha} \frac{e^2}{\epsilon_0}\).

Our results are in good agreement with the most recent estimates by Jain and Kamilla [42] obtained with projected CF wavefunctions for rather large systems in the standard spherical geometry.

There are two approximations [43] in our calculations. One concerns the neglect of elementary diagrams, the other is the missing LLL projection of the CF wavefunction. The inclusion of elementary diagrams can be easily performed within the EFHNC scheme. We
Table 5.2: Same as in Table 5.1 for fillings \( \nu = \frac{p}{4p+1} \).

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( \Delta_{\text{unp}} ) (FHNC)</th>
<th>( \Delta_{\text{unp}} )</th>
<th>( \Delta_{\text{proj}} )</th>
<th>( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/3</td>
<td>0.04</td>
<td>0.048(2)</td>
<td>0.106(3)</td>
<td>0.1036(2)</td>
</tr>
<tr>
<td>1/5</td>
<td>0.01</td>
<td>0.014(2)</td>
<td>0.025(3)</td>
<td>0.0244(3)</td>
</tr>
</tbody>
</table>

Table 5.3: The energy gaps for \( \nu = 1/3, 1/5 \), computed using the FHNC theory for the unprojected CF wavefunction are given in the second column. The results of Bonesteel, Ref. [34] from a VMC calculation for 42 electrons for the unprojected and projected case are shown in the third and forth columns. The extrapolated exact diagonalization results of Fano et al. Ref. [44] are given in the fifth column. The excitation gap energies are all expressed in units of \( \frac{1}{4\pi\epsilon_{\omega}^2} \).

...have done that by using the scaling approximation [24], finding that the ground state interaction energies is lowered by \( \sim 1\% \). As far as the LLL projection is concerned our results show that their absence has small influence on the groundstate properties of the system and slightly increases with \( \nu \) approaching 1/2.

The radial distribution function \( g(r) \) for all fractional Hall states \( \nu = 1/3, 2/5, 3/7 \ldots \) and \( \nu = 1/5, 2/9, 3/13 \), obtained using unprojected CF wavefunctions is plotted in Fig. 5.1 and Fig. 5.2 respectively.

The excitation gaps for Laughlin states obtained using the FHNC theory, for the unprojected CF wavefunctions, are given in Table 5.3.
Figure 5.1: Radial distribution function $g(r)$, computed from the FHNC/0 theory for the series of FQHE fillings: $\nu = 1/3, 2/5, 3/7, 4/9, 5/11$, for the unprojected CF wavefunctions.

They are compared with the corresponding results of Bonesteel [34] from a VMC simulation for 42 electrons for the unprojected and projected case and the extrapolated exact diagonalization results of Fano et al [44].

As expected, the lack of projection of the CF excited state onto the LLL, leads to an underestimation of the excitation gap by a factor of about 2.

Within the Effective Hyper-Netted-Chain (EFHNC) method, one can calculate analytically the small $r$ behaviour for different filling factors. As an explicit example we took the case of $\nu = 1/3$ and $\nu = 2/5$, which have the same Jastrow factor but different Slater determinant functions. One has that $g(r \to 0) \approx \exp[\bar{u}_s(r - 0)]$.

Using Eq.(5.23) and the formula $\lim_{r \to 0} K_0(Qr) = -\ln\left(\frac{Qr}{2}\right) - \gamma$, where $\gamma = 0.5772...$ is the so-called Euler constant, we get:
Figure 5.2: Radial distribution function \( g(r) \), for the states \( \nu = 1/5, 2/9, 3/13 \), computed from the FHNC/0 theory for the unprojected CF wavefunctions.

\[
g(r \to 0) \approx \exp\left[2q_e \ln\left(\frac{Qr}{2}\right) + 2q_e \gamma + w_s(r \to 0)\right].
\]  
\( (5.28) \)

For filling \( \nu = 1/3 \), \( w_s(r \to 0) \approx 2 \ln\left(\frac{r}{l_0}\right) - \ln(2) \), implying

\[
\ln[g(r \to 0)] \sim (2q_e + 2) \ln\left(\frac{r}{l_0}\right).
\]  
\( (5.29) \)

Therefore the leading term in the small \( r \) behaviour of \( g(r) \) is \( (r/l_0)^6 \) for \( \nu = 1/3 \).

The same calculation for filling \( \nu = 2/5 \), gives: \( w_s(r \to 0) \approx 2 \ln\left(\frac{r}{l_0}\right) \). It turns out that also the state \( \nu = 2/5 \) has the same small \( r \) behaviour in \( g(r) \) as the case \( \nu = 1/3 \). One can prove that \( (r/l_0)^6 \) is the leading term of \( g(r) \) at small \( r \) also for the successive fillings \( \nu = 3/7, \ldots \).

The log-log plot of the small \( r \) behaviour of \( g(r) \) obtained numerically from our EFHNC/0
calculations for the cases $\nu = 1/3$ and $\nu = 2/5$ is shown in Fig. 5.3.

\begin{figure}[h]
  \centering
  \includegraphics[width=0.4\textwidth]{figure5.3.png}
  \caption{Small $r$ behaviour for fillings $\nu = 1/3$ (circled) and $\nu = 2/5$ (squared). We show a plot of $\ln[g(r)]$ versus $\ln[r/l_0]$. One observes the same small $r$ behaviour $g(r) \approx (r/l_0)^6$ for both cases. From the EFHNC/0 method such conclusion was found analytically too.}
  \label{fig:small_r}
\end{figure}

The explanation of this anomaly lies in the missing projection onto the L.L.L. The absence of such projection mainly affects the small $r$ behaviour of the radial distribution function. Such a leading term is the one fixed by the Laughlin part of the wave function and is not modified by the inclusion of higher Landau levels through the Slater determinant part. Therefore we expect that the main effect of projection into the L.L.L is the correction of such tendency.
6 A Fermi unprojected wavefunction, for the half filled state of the FQHE

6.1 The peculiarity of the half-filled state

The fractional quantum Hall effect (FQHE) [3] results from a strongly correlated incompressible liquid state formed at special densities $\rho_s$ of a two-dimensional (2D) electronic system, subject to a strong transverse magnetic field $\vec{B}$.

For a completely spin-polarized (spinless) system of electrons the dominant sequence of fractional Hall states occurs for filling factors of the lowest Landau level (LLL), $\nu = p/(2p + 1)$, where $p \neq 0$ is an integer.

The first step in the FQHE explanation would be the study of the properties of a 2D fully spin-polarized (spinless) system of $N$ interacting electrons emerged in a uniform positive background, with the magnetic field $\vec{B}$ high and temperature $T$ low, such that only the lowest Landau level (LLL) would be partially filled.

At $T = 0$, the interaction energies $\sim \nu^{1/2} \frac{\epsilon^2}{4\pi \alpha \epsilon_0 l_0^2}$, where $l_0 = \sqrt{\frac{\epsilon}{\mu B}}$ is the magnetic length and $\epsilon$ is the dielectric constant of the background, are weak compared with the Landau level splitting $\hbar \omega_c$, and so all electrons are considered to remain in the LLL.
Electrons with charge $-e$ ($e > 0$) are considered as usual to be confined in the $x-y$ plane.

Working in the symmetric gauge: $\vec{A} = \left[ -\frac{B}{2} y, \frac{B}{2} x, 0 \right]$ the magnetic field $\vec{B} = \nabla \times \vec{A}$ is perpendicular to the $x-y$ plane, $\vec{B} = [0, 0, B]$.

The many-electron system is described by the Hamiltonian:

$$\hat{H} = \hat{K} + \hat{V} \quad (6.1)$$

with

$$\hat{K} = \frac{1}{2m_e} \sum_{j=1}^{N} \left[ -i\hbar \vec{\nabla} \cdot \vec{r}_j + e\vec{A}(\vec{r}_j) \right]^2 \quad (6.2)$$

and

$$\hat{V} = \sum_{j<k} N \left| \vec{r}_j - \vec{r}_k \right| - \rho \sum_{j} \int d^2 r \, v \left( \left| \vec{r}_j - \vec{r} \right| \right) + \frac{\rho_e^2}{2} \int d^2 r_1 \int d^2 r_2 \, v \left( \left| \vec{r}_1 - \vec{r}_2 \right| \right) \quad (6.3)$$

where $m_e$ is the electron’s mass, $z_j = x_j + iy_j$ - the location of the $j$-th electron in complex coordinates, $v \left( \left| \vec{r}_j - \vec{r}_k \right| \right) = \frac{1}{4\pi \epsilon_0} \frac{e^2}{\left| \vec{r}_j - \vec{r}_k \right|^2}$ is the interaction potential and $\hat{V}$ contains the electron-electron, electron-background and background-background interaction potential.

From a theoretical point of view, the occurrence of Hall plateaus at filling factors of the form $\nu = 1/m$, $m = 1, 3, 5$ can be understood through the original ideas of Laughlin [4] which described these states by a trial many-electron wavefunction of the Jastrow type:

$$\psi_m = \prod_{j<k}^{N} \left( z_j - z_k \right)^m \prod_{j=1}^{N} \exp \left( -\frac{|z_j|^2}{4\rho_0^2} \right). \quad (6.4)$$

By construction, this wavefunction lies entirely into the LLL and describes a translationally invariant isotropic and incompressible liquid of electrons at a density $\rho = \frac{\rho_e}{2\pi \rho_0}$, corresponding to the LLL filling factor $\nu = 1/m$, where $m = 1, 3, \ldots$
By contrast, the behaviour of such a system in the vicinity of a filling factor with even denominator, like $\nu = 1/2$, is not well understood.

A Laughlin-like Bose wavefunction,

$$\psi_{\nu=1/2}^{\text{Bose}} = \prod_{j<k}^N (z_j - z_k)^2 \prod_{j=1}^N \exp\left(-|z_j|^2/4l_0^2\right)$$

(6.5)

does not correctly describe such a situation, and a new theory is needed for such fillings.

### 6.2 The Chern-Simons Transformation

At $\nu = 1/2$ the typical features of the FQHE, as quantized $\sigma_{xy} = \nu \frac{e^2}{h}$ and vanishing $\sigma_{xx}$ are not observed, but nevertheless this state show a broad minimum [45] in $\rho_{xx}$ and exhibits, additionally, anomalous behaviour in surface acoustic wave propagation [46], indicating a different type of correlation. Numerical work by Haldane [47], suggested that $\nu = 1/2$ is not incompressible.

Recently a theory of a compressible Fermi-liquid-like behaviour at $\nu = 1/2$, was proposed by Halperin, Lee and Read [48].

According to this theory a 2D electronic system subjected to an external perpendicular magnetic field $\vec{B}$, with LLL filling factor 1/2, can be transformed to a mathematically equivalent system of fermions interacting with a Chern-Simons gauge field such that the average effective magnetic field acting on the fermions is zero.

Let me mention some fundamental properties of this transformation, supposing that $|\Phi(z_1 \ldots z_N)\rangle$ is a solution of the Schroedinger equation $\hat{H}\Phi = E\Phi$. Then for an even number $2m$, where now $m = 1, 2, 3, \ldots$, the wavefunction:

$$\psi(z_1 \ldots z_N) = \prod_{i<j}^N \left(\frac{z_i - z_j}{|z_i - z_j|^m}\right)^{2m} |\Phi(z_1 \ldots z_N)\rangle$$

(6.6)

is a solution to the Schroedinger equation: $\hat{H}'\psi = E\psi$, with
\[ \hat{H}' = \hat{K}' + \hat{V} \]  \hspace{1cm} (6.7)

and
\[ \hat{K}' = \frac{1}{2m_e} \sum_{j=1}^{N} \{ -i \hbar \vec{n} \cdot \hat{\nabla}_j + e [ \vec{A}(r_j) - \vec{a}(r_j)] \}^2, \]  \hspace{1cm} (6.8)

where \( \vec{a}(\vec{r}) \) is the “Chern-Simons” vector potential:
\[ \vec{a}(\vec{r}) = \frac{2m}{2\pi \phi_0} \sum_{j=1}^{N} \vec{\epsilon} \times (\vec{r} - \vec{r}_j) = 2m\phi_0 \]  \hspace{1cm} (6.9)

and \( \phi_0 \) is the magnetic field flux quantum.

The Chern-Simons magnetic field \( \vec{b}(\vec{r}) \) associated with the vector potential \( \vec{a}(\vec{r}) \) is given by:
\[ \vec{b}(\vec{r}) = \vec{\nabla} \times \vec{a}(\vec{r}) = 2m\phi_0 \sum_{j=1}^{N} \delta(\vec{r} - \vec{r}_j) = \rho(\vec{r})2m\phi_0 \]  \hspace{1cm} (6.10)

where \( \rho(\vec{r}) \) is the local particle density.

In other words, the Chern-Simons transformation can be described as the exact modeling of an electron as a fermion attached to \( 2m \) flux quanta.

Assuming a uniform density, the Chern-Simons flux quanta attached to the fermions are smeared out into a uniform magnetic field of magnitude:
\[ < \vec{b} > = \rho_e 2m \phi_0 \]  \hspace{1cm} (6.11)

with \( \rho_e \) the average electronic density.

At some special value of \( \nu \), when \( |B| = |< \vec{b} >| = \rho_e 2m \phi_0 \), the applied magnetic field precisely cancels the Chern-Simons flux at the mean field level.

This happens at filling factors
\[ \nu = \frac{\phi_0 \rho_e}{B} = 1/(2m) \]  \hspace{1cm} (6.12)
At these special filling factors \( \nu = 1/(2m) \), \( m = 1, 2 \ldots \) the mean field system can be described as fermions in zero magnetic field, and should therefore be a compressible Fermi-looking liquid state.

When \( \nu \) is away from \( 1/(2m) \), the applied magnetic field and the Chern-Simons one do not cancel, so a residual field:

\[
B^* = B - 2m \phi_0 \rho_c = B(1 - 2m\nu)
\]

(6.13)

is left over.

Thus, the mean field system is described as non-interacting fermions in a uniform field \( B^* \).

The effective filling factor for these gauge transformed fermions, \( p = \rho_c \phi_0 / B^* \) is \( 1, 2 \ldots \) corresponding to the integer quantum Hall effect (IQHE) of these transformed fermions.

The “true” filling factor of the electrons, \( \nu = \rho_c \phi_0 / B \) is just \( \nu = \frac{p}{2m_{\text{eff}} + 1} \), which is precisely the composite fermion (CF) Jain series [25] of FQHE states.

Thus the FQHE at these filling factors is identified with an IQHE of gauge transformed fermions.

The excitation gaps for these quantized Hall states are naturally given by the corresponding effective cyclotron frequency of the CF-s:

\[
E_g = \hbar \omega_c^* = \frac{eB^*}{m_{\text{eff}}^*(\nu)},
\]

(6.14)

where \( m_{\text{eff}}^*(\nu) \) is the effective mass.

In the following we concentrate on the filling \( \nu = 1/2 \), where several related wavefunctions have been employed to incorporate the physics of CF-s on it.

From the Chern-Simons (CS) theory, we know that at exactly \( \nu = 1/2 \) the fermions see no net magnetic field, so they can form a Fermi sea, which does have a uniform density.

As a consequence we would expect that the half-filled state should be well described by a
Fermi many-electron wavefunction of the form:

\[ \Psi_{\nu=1/2}^{\text{Fermi}} = \hat{P}_{\text{LLL}} \prod_{j<k}^{N} (z_j - z_k)^2 \text{Det}\{\varphi_{\vec{k}}(\vec{r})\}, \quad (6.15) \]

where \( \varphi_{\vec{k}}(\vec{r}) \) are normalized plane waves in 2D.

In order to have the correct density of the half-filled case, the Fermi surface must have the radius, \( k_F = 1/l_0 \). Excited states involve creation of quasiparticle-quasihole pairs near this Fermi-like surface and these excitations should have an effective mass \( m^*(k) \) determined by inter-electron interactions only.

### 6.3 The Fermi Hyper-Netted-Chain formalism for half-filling

Let us start the application of the FHNC theory on the half-filled state, by computing the (reduced) single-particle density matrix for the dynamically uncorrelated state of the half-filled Fermi wavefunction,

\[ \hat{\rho}(\vec{r}_1, \vec{r}_2) = g_s \sum_{|\vec{k}| \leq k_F} n(\vec{k}) \varphi_{\vec{k}}^*(\vec{r}_1)\varphi_{\vec{k}}(\vec{r}_2) \quad (6.16) \]

where the ground state occupation number for a fully-spin-polarized (spinless) 2D ideal Fermi gas \( (g_s = 1) \) is:

\[ n(\vec{k}) = \begin{cases} 
1 & |\vec{k}| \leq k_F \\
0 & |\vec{k}| > k_F 
\end{cases} \quad (6.17) \]

The normalized single particle states of a 2D gas of free electrons occupying an area \( A \), are

\[ \varphi_{\vec{k}}(\vec{r}) = \frac{1}{\sqrt{A}} e^{i\vec{k}\vec{r}}, \text{ and } k_F = 1/l_0. \]

A trivial calculation of the statistical exchange factor \( l(\vec{r}_1, \vec{r}_2) = \hat{\rho}(\vec{r}_1, \vec{r}_2)/\rho \) gives:

\[ l(\vec{r}_1, \vec{r}_2) = 2 \frac{J_{1}(k_F r_{12})}{k_F r_{12}} \quad (6.18) \]
where $r_{12} = |\vec{r}_2 - \vec{r}_1|$ and $J_1(x)$ is the first order Bessel function.

Noting that:

$$\lim_{x \to 0} \frac{J_1(x)}{x} = 1/2$$

(6.19)

we assure ourselves to have correctly described all the main ingredients needed by the FHNC theory.

The FHNC relations given in Appendix A, provide a closed set of equations for the nodal and non-nodal (composite) components only, if the elementary contributions (described by elementary diagrams) are known. Several different approximation schemes are available for an appropriate evaluation of the elementary portions. However, at present we neglect such diagrams adopting the so-called FHNC/0 approximation. In this approximation we set $E_{\alpha,\beta} = 0$, where the indices are $(\alpha, \beta) = (dd), (de), (ee)$ and $(cc)$.

For convenience, we substitute: $f(|\vec{r}_i - \vec{r}_j|)^2 = \exp[U(|\vec{r}_i - \vec{r}_j|)]$, in the expression of $|\Psi_{\text{Fermi}}^{\text{Fermi}}|$, and next, we separate the pseudopotential associated with the Jastrow part, $U(r_{12}) = 4 \ln(|z_1 - z_2|)$, into a short- and a long-ranged part, respectively,

$$U_s(r_{12}) = -4K_0(Q r_{12}) \,, \quad (6.20)$$

$$U_l(r_{12}) = 4K_0(Q r_{12}) + 4 \ln(r_{12}) \,. \quad (6.21)$$

Function $K_0(x)$ is the standard modified Bessel function and the wave number $Q$ is a cut-off parameter of order $1/l_0$. Furthermore, all nodal and non-nodal functions are separated into their respective short- and long-range parts and the FHNC/0 equations are solved by a standard iterative procedure.
6.4 The Effective Hyper-Netted-Chain Method

The EFHNC prescription applied to the $\Psi_{\nu=1/2}^{Fermi}$ wavefunction, leads us to the (pseudo)potential

$$w(r) = \ln[g_{exact}(r)] - \frac{1}{\rho} \left[ \frac{(S_{exact}(k) - 1)^2}{S_{exact}(k)} \right]^{r-1}, \quad (6.22)$$

where the spatial distribution function $g_{exact}(r)$ and the associated structure function $S_{exact}(k)$ correspond to the dynamically uncorrelated 2D ideal Fermi gas.

Employing Eq.(6.18) we have

$$|l(\tilde{r}_1, \tilde{r}_2)|^2 = \left| 2 \frac{J_1(kF r_{12})}{kF r_{12}} \right|^2,$$

and, consequently, for our spin-polarized (spinless) system, $g_s = 1$, we have

$$g_{exact}(r_{12}) = 1 - \frac{1}{g_s} |l(\tilde{r}_1, \tilde{r}_2)|^2 = 1 - 4 \left| 2 \frac{J_1(kF r_{12})}{kF r_{12}} \right|^2,$$

The static structure factor for the 2D ideal Fermi gas [49] was written as:

$$S_{exact}(k) = \begin{cases} 
\frac{2}{\pi} \arcsin(\frac{k}{k_F}) + \frac{k}{k_F} \sqrt{1 - \left( \frac{k}{k_F} \right)^2} & k \leq 2k_F \\
1 & k \geq 2k_F 
\end{cases} \quad (6.25)$$

With these expressions as input, Eq.(6.22) provides an explicit expression for the potential $w(r)$ and, consequently, writing

$$|\Psi_{\nu=1/2}^{Fermi}|^2 = \prod_{i<j} N \exp \left[ \tilde{u}(r_{ij}) \right], \quad (6.26)$$

where $\tilde{u}(r_{ij}) = 4 \ln(r_{ij}) + w(r_{ij})$.

We may now employ the familiar Bose HNC/0 formalism to perform the calculation of the radial distribution function.

$$\tilde{U}_s(r_{12}) = -4K_0(Q r_{12}) \quad (6.27)$$
\[ \tilde{U}_l(r_{12}) = 4K_0(Qr_{12}) + 4\ln(r_{12}) + w(r_{12}) \]  

(6.28)

Decomposing the function \(w(r_{12})\) into a short- and a long-range portion,

\[ w(r_{12}) = w_s(r_{12}) + w_l(r_{12}) , \]  

(6.29)

we may write

\[ w_s(r_{12}) = \ln \left[ g_{\text{exact}}(r_{12}) \right] \]  

(6.30)

and

\[ w_l(r_{12}) = -\frac{1}{\rho} \left\{ \frac{S_{\text{exact}}(k) - 1}{S_{\text{exact}}(k)} \right\} F^{-1} . \]  

(6.31)

This decomposition achieves an analogous convenient separation \(\tilde{u}(r_{12})\) of the pseudopotential,

\[ \tilde{u}_s(r_{12}) = -4K_0(Qr_{12}) + w_s(r_{12}) , \]  

(6.32)

\[ \tilde{u}_l(r_{12}) = 4K_0(Qr_{12}) + 4\ln(r_{12}) + w_l(r_{12}) . \]  

(6.33)

Consequently, the \(k\)-space representation of the long-ranged part of the pseudo-potential \(\tilde{u}_l(k)\), may be analytically performed and poses no computational problems for applying standard EFHNC/0 theory.

### 6.5 The particle-hole excitation spectrum of the Fermi half-filled state

In this section we report a new method used to compute the quasiparticle-quasihole Fermi excitations for the Fermi wave function, \(\psi_{\nu=1/2}^{\text{Fermi}}\).

For a correlated 2D Fermi gas calculations of the ground state energy \(E_0\) are generally carried out with the wavefunction:
\[ \Psi_{\Omega} = \hat{C} \Phi[n(\vec{k})] \]  
(6.34)

where \( \hat{C} \) is a correlation operator and \( \Phi[n(\vec{k})] \) is a 2D Fermi gas wavefunction with occupations \( n(\vec{k}) \).

Let us compute the energies of a quasiparticle/quasihole state obtained with wavefunctions \( \Psi_p(\vec{p}) \) for \( |\vec{p}| > k_F \) and \( \Psi_h(\vec{q}) \) for \( |\vec{q}| < k_F \):

\[ \Psi_p(\vec{p}) = \hat{C} \Phi[n(\vec{k}) + \delta_{\vec{p},\vec{k}}] \]  
(6.35)

\[ \Psi_h(\vec{q}) = \hat{C} \Phi[n(\vec{k}) - \delta_{\vec{q},\vec{k}}] \]  
(6.36)

Let \( E_p(\vec{p}) \) and \( E_h(\vec{q}) \) be the energies obtained with these wavefunctions. The energy differences:

\[ E_p(\vec{p}) - E_\Omega = \epsilon(p > k_F) \]  
(6.37)

\[ E_\Omega - E_h(\vec{q}) = \epsilon(q < k_F) \]  
(6.38)

give the single particle energy to create a quasiparticle and a quasihole respectively.

The energy per particle obtained by either adding or removing particles having \( k = k_F \) is:

\[ \epsilon(k_F) = \frac{E_\Omega(\rho)}{N} + \frac{\rho}{N} \frac{\partial}{\partial \rho} E_\Omega(\rho) \]  
(6.39)

For a Fermi disk filled up to \( |\vec{k}| \leq k_F \) the ground state energy of the system is only kinetic given by: \( E_\Omega(\rho) = \frac{1}{2} \epsilon_F N \) where \( \epsilon_F = \frac{\pi^2}{2m} \frac{4\pi}{\rho} \). We are dealing with the fully spin polarized (spinless) case so \( g_s = 1 \).
It is convenient to calculate $\epsilon(p > k_F)$ and $\epsilon(q < k_F)$, respectively the quasiparticle and quasihole excitation energies, by removing a small fraction $x \ll 1$ of particles [41] ($x \ N$ is the number of the removed fermions), from a thin ring at $k = k_F$ and $k = q$ in momentum space, and putting them into a thin ring at $k = p$ and $k = k_F$.

Up to terms linear in $x$ we have:

$$E(x, k)/N = E_0/N + x[\pm \epsilon(k) \mp \epsilon(k_F)]$$

(6.40)

The upper signs are for the quasiparticle case $k = p > k_F$ and the lower signs for the quasihole one, $k = q < k_F$.

The “mixed” density matrix for these occupations is a simple function of $x$, $k$ and $r_{12}$:

$$l(x, k, r_{12}) = l(\vec{r}_1, \vec{r}_2) \pm x[J_0(kr_{12}) - J_0(k_Fr_{12})]$$

(6.41)

$E_0/N$ is the energy per particle of the system described by the wavefunction of Eq.(6.34), where no fermions have been removed from the Fermi disk, while $E(x, k)/N$ is the energy per particle of our system when a small fraction $x \ll 1$ of particles is removed from the Fermi disk and placed on a ring at wave vector $k$ in momentum space.

Both $E(x, k)$ and $E_0$ are calculated in the same way, by the FHNC method.

Noting $E(x, k)/N = \epsilon(x, k)$, $E_0/N = \epsilon_0$, and fixing just on the quasiparticle energy we write:

$$\epsilon_{qp}(q) = \epsilon(k) - \epsilon(k_F) = \frac{1}{x}[\epsilon(x, k) - \epsilon_0]$$

(6.42)

where $q = k - k_F > 0$

Then, the effective mass $m^*(k)$ is given by:
\[ m^*(k) = \frac{\pi^2 k}{m_e \int e^{q}(q)} \] (6.43)

where \( m_e \) is the bare mass of the electron.

### 6.6 Results

In the present work we applied the Fermi-Hyper-Netted-Chain (FHNC) theory to the half-filled state of FQHE, employing the unprojected Fermi half-filled wave function:

\[ \Psi_{\psi=1/2}^{\text{Fermi}} = \prod_{j<k} (z_j - z_k)^2 \text{Det} \{ \varphi_z(r) \} . \] (6.44)

The elementary diagrams were neglected, for sake of simplicity, so calculations were performed within the so-called FHNC/0 approximation.

Ground state interaction energy per particle, \( u_{\psi=1/2}^{\text{Fermi}} \), radial distribution function, \( g_{\psi=1/2}(r) \) and Fermi excitation spectrum were computed for this wavefunction.

The interaction energy per particle was computed from the formula:

\[ u_{\psi=1/2}^{\text{Fermi}} = \frac{\rho}{2} \int d^2 r \left[ g_{\psi=1/2}(r) - 1 \right] \varrho(|\vec{r}|) . \] (6.45)

The \( \Psi_{\psi=1/2}^{\text{Fermi}} \) wave function does not lie entirely within the LLL, so the “kinetic energy” per particle,

\[ \frac{1}{N} < \Psi_{\psi=1/2}^{\text{Fermi}} \left| \hat{K} \right| \Psi_{\psi=1/2}^{\text{Fermi}} > > \frac{1}{2} \pi \omega_c . \] (6.46)

The calculation of the “kinetic energy” is not easy to perform within the FHNC approach, so our interest was devoted mainly to the calculation of interaction energy per particle.

As a first step we compute these quantities also for the Laughlin-like Bose wave function,

\[ \Psi_{\psi=1/2}^{\text{Bose}} = \prod_{j<k} (z_j - z_k)^2 \prod_{j=1}^N \exp(-\frac{|z_j|^2}{4\ell_0^2}) \] (6.47)

which describes the electrons at a half filled “Bose” state. To do this we employ the Bose HNC method which is rather standard and much easier than the FHNC theory.
Table 6.1: Interaction energies per particle \( u_\nu \) expressed in units \( \frac{1}{\varepsilon \hbar \omega_c} \), computed using the unprojected Fermi wavefunction, \( \Psi_{\nu=1/2}^{\text{Fermi}} \) [second row], the projected Laughlin-like Bose wavefunction \( \Psi_{\nu=1/2}^{\text{Bose}} \) [third row] and exact diagonalization results of Fano et al. Ref. [50] [forth row]

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>Wavefunction</th>
<th>Method</th>
<th>( u_\nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>( \Psi_{\nu=1/2}^{\text{Fermi}} )</td>
<td>FHNC/0</td>
<td>-0.503</td>
</tr>
<tr>
<td>1/2</td>
<td>( \Psi_{\nu=1/2}^{\text{Bose}} )</td>
<td>HNC/0</td>
<td>-0.480</td>
</tr>
<tr>
<td>1/2</td>
<td>Exact diagonalization</td>
<td>Ref. [50]</td>
<td>-0.469 ± 0.005</td>
</tr>
</tbody>
</table>

As \( \Psi_{\nu=1/2}^{\text{Bose}} \) lies entirely within the LLL, the “kinetic energy” per particle is:

\[
\frac{1}{N} \langle \hat{K} \rangle = \frac{1}{2} \hbar \omega_c,
\]

while the interaction energy per particle is:

\[
u_{\nu=1/2} = \frac{\rho}{2} \int d^2 r \left[ \rho_{\nu=1/2}(r) - 1 \right] \nu(\mathbf{F}) \cdot
\]

In Fig. 6.1 we plot the radial distribution function \( g(r) \), obtained from the unprojected \( \Psi_{\nu=1/2}^{\text{Fermi}} \) wave function, \( \Psi_{\nu=1/2}^{\text{Bose}} \) wave function and the exact diagonalization results of Fano et al. [50] with \( N = 12 \) electrons.

The ground state interaction energy per particle, obtained from \( \Psi_{\nu=1/2}^{\text{Fermi}} \) and \( \Psi_{\nu=1/2}^{\text{Bose}} \) are shown in Table 6.1.

The value \( u_{\nu=1/2}^{\text{Fermi}} \) for the unprojected \( \Psi_{\nu=1/2}^{\text{Fermi}} \) case is found to be considerably lower than the value suggested from exact diagonalizations of small systems of up to 12 electrons [50] in the spherical geometry, shown in the forth row of Table 6.1. There is no doubt that this discrepancy is due to the missing projection of \( \Psi_{\nu=1/2}^{\text{Fermi}} \) into the LLL. Without projection, the electrons are not able to avoid each other fairly well and this strongly affects the short-range behaviour of \( g(r) \) and as a consequence \( u_{\nu=1/2}^{\text{Fermi}} \).
Figure 6.1: Radial distribution function $g(r)$ for the $\nu = 1/2$ state obtained from the unprojected Fermi wavefunction, $\Psi_{F,\nu=1/2}^{\text{Fermi}}$ and the projected Bose Laughlin-like wavefunction $\Psi_{B,\nu=1/2}^{\text{Bose}}$. The exact diagonalization results with $N = 12$ electrons from Fano et al. [50] are also plotted. Calculations were done neglecting the elementary diagrams, namely within the FHNC/0 and HNC/0 approximation, respectively for the Fermi and Bose case.

Our major interest was concentrated in the unprojected Fermi half filled wave function $\Psi_{\nu=1/2}^{\text{Fermi}}$, using the method described previously, we computed the particle-hole excitation spectrum of this state, by adopting a technique previously used in nuclear physics [41]. The supposed-to-be low-energy Fermi excitations should have an effective mass $m^*(k)$ determined by inter-electron interactions only. Once we are able to calculate the interaction ground state energy per particle, for several “mixed” $\Psi_{\nu=1/2}^{\text{Fermi}}(\{\vec{r}_i\}, x)$ states, we are able to compute the quasiparticle and quasihole energies.

In Fig. 6.2 we plot the quasiparticle excitation spectrum $\epsilon_{qp}(q)$ as a function of $q = k - k_F >$.
Figure 6.2: The Fermi quasiparticle excitation spectrum for the unprojected half filled Fermi state, \( \psi_{s=1/2}^{Fermi} \). The Fermi quasiparticle energy, \( E_{qp}(q) \) computed from the inter-electron correlations only and expressed in the units of \( \frac{1}{4\pi \hbar c} \) is given as a function of \( k/k_F \), where \( q = k - k_F \) and \( k_F \) is the corresponding Fermi wave vector. For \( k/k_F \approx 1 \) there is a linear dependence of \( E_{qp}(q) \) on \( q \).

It was found that in the long wavelength limit \( (q \rightarrow 0) \), the quasiparticle excitation energy expressed in units \( \frac{1}{4\pi \hbar c} \) is linearly proportional to \( q \) expressed in units \( \frac{1}{q_0} \) with \( \alpha = 0.082 \). In this units:

\[
e_{qp}(q) = \alpha q
\]  
(6.50)

From the above quasiparticle excitation spectrum, we compute the effective mass \( m^*(k) \) of the Fermi excitations by applying Eq.(6.43)

Using the dielectric constant \( \epsilon = 12.6 \) appropriate for GaAs, and the magnetic field \( B = 10 \) T, taken from Halperin et al. [48] we find with a striking accuracy the result:
\[ m^*(k = k_F) = m_e, \quad (6.51) \]

in accordance with the mean field prediction of not imposing the LLL constraint.

This is an indication of the high accuracy of the adapted method used to compute the Fermi excitation spectrum, applied for the first time to a 2D problem, like the FQHE is. Further, the urgent need of a LLL projection scheme incorporated to the FHNC theory, is pointed out.

### 6.7 Conclusions

The Fermi-Hyper-Netted-Chain (FHNC) theory was applied to the study the filling factor \( \nu = 1/2 \) of the fractional quantum Hall effect (FQHE).

Calculations were done neglecting the elementary diagrams on the cluster expansion of \( g(r) \), namely adopting the so-called FHNC/0 approximation.

This technique which has the priority to treat exactly in the thermodynamic limit, the many body correlated systems, was employed to study several unprojected wavefunctions, used to describe this filling factor.

Our main interest was concentrated to the unprojected Fermi wavefunction, \( \Psi_{\nu=1/2}^{Fermi} \).

For the Fermi unprojected state \( \Psi_{\nu=1/2}^{Fermi} \) we study both ground state and excited state properties.

After computing the Fermi quasiparticle/quasihole excitation spectrum for the unprojected \( \Psi_{\nu=1/2}^{Fermi} \) state, the resulting effective mass of the quasiparticles close to the Fermi surface \( k_F \) was found to be exactly the bare mass of the electrons, in agreement with the mean-field prediction of not imposing the LLL projection.

The accuracy of the method was tested to be very high, so if a reasonable scheme to perform the LLL projection within the FHNC is found, then the calculation of the effective mass
near the Fermi radius, can be done accurately.
7 Overview on $^4\text{He}$ and $^3\text{He}$

7.1 Overview

The physics of $^3\text{He}$ and $^4\text{He}$ has always been a subject of great interest in quantum statistical mechanics and many-body theory. Helium atoms, as components of liquid or solid helium, can be considered as structureless, spherical particles interacting via a two-body potential. The attractive part of the potential causes helium gas to condense into a liquid phase (at a temperature $T_0 = 3.2K^0$ for $^3\text{He}$ and $4.2K^0$ for $^4\text{He}$, at normal pressure). In addition, decreasing temperature below $T_0$, either $^3\text{He}$, or $^4\text{He}$ does not solidify unless pressure is applied. This is a genuine quantum effect caused, in part, by the strong zero point motion arising from the small atomic mass, and, in part, by the weakness of the attractive part of the interaction, due to the high symmetry of the atoms. Moreover, quantum effects are responsible for the striking different behaviors of the Fermi $^3\text{He}$ system and the Bose $^4\text{He}$ one, which emphasize the role played by the exchange symmetry for such low $T$ quantum fluids.

A transition to the crystalline state can only occur at higher pressure. At low $T$ both systems undergo a phase transition to a superfluid phase, of different origin. The Bose $^4\text{He}$ undergoes a Bose-Einstein condensation in the liquid phase at the $\lambda$ temperature ($2.17 K^0$ at standard pressure), instead for $^3\text{He}$ which is Fermi liquid, the transition occurs at a much
lower temperature (some mK) due to a mechanism of pairing that can be described by BCS theory. The phase diagram of $^3$He is richer and more complicated than that of $^4$He.

Realistic pair potentials have been extracted from experiments and simulation data to represent the interaction between helium atoms in the condensed systems, from the Lennard-Jones (LJ) potential adopted in early studies to the class of pseudopotentials developed and refined by Aziz and coworkers [51].

Ground state properties of $^4$He homogeneous phases have been well described by Green Functions Monte Carlo (GFMC) simulations of the liquid and the solid phases [52] and using modern potentials they well reproduce the experimental data [53]. Also at finite temperature a satisfactory description of $^4$He has been given by exact Path Integral Monte Carlo (PIMC) simulations, even at low $T$ where the statistics and exchanges play an important role. From PIMC simulations the $\lambda$-transition, the momentum distribution and the condensate fraction have been studied with precision.

For $^3$He the situation is less satisfactory as Quantum Monte Carlo results are not as accurate as for $^4$He; GFMC simulations for the unpolarized system have been performed in the fixed node approximation [54] (employing nodes from accurate variational wave functions), which give an upper bound to the exact energies, and very recently a PIMC method to treat Fermi systems has been developed by Ceperley [55], who employs a fixed node approximation for the high $T$ density matrix, and has been used to study $^3$He down to 0.5 $K^0$ taking into account also the statistics.

In this thesis, we deal with what may seem the less interesting part of this physics, namely normal liquid and solid $^3$He at temperature $T=0$ $K^0$, which does not exist in nature. Actually, $^3$He becomes superfluid in the millikelvin region, and, therefore, an exact many-body theory should find $^3$He in its $B$ superfluid phase at $T=0$ $K^0$. However, after about thirty years from the discovery of superfluidity in $^3$He, we are still lacking such microscopic theory.
The experimental data which are commonly used for the normal $^3$He at $T = 0K$ are extrapolated from those of the true normal fluid at low temperatures, as if the superfluid transition were not taking place. Ab initio calculations on such strongly correlated Fermi system are of fundamental importance, not only to learn about a microscopic theory for $^3$He and its possible breakthrough in other branches of condensed matter physics, but also to understand several properties of the normal fluid.

The more modern and efficient many-body techniques employed in such calculations, heavily rely on variational theory. The knowledge of realistic trial functions for the ground and the excited states is a fundamental requirement, first of all, to get a realistic picture of the system, but, and more important, for any further developments towards that exact microscopic theory, which is viewed as one of the main goals in this field of research.

Variational methods have been employed from the beginning, first in HNC calculations, then in Variational Monte Carlo (VMC) simulations, where wave functions of increasing sophistication have been developed.

VMC is a well known stochastic method, which allows for the exact evaluation of the expectation values of various observables for systems with a finite number of particle in a simulation box with periodical boundary conditions.

Today, VMC studies are also the first necessary step to perform QMC simulations. The simplest wave function is represented as a product of a pair correlations and takes into account correlations due to the excluded volume effect caused by the short range repulsion between He atoms. Triplet and backflow correlations [56] have also shown to play an important role. The crucial parts of a variational method lies in parameters or functional form optimization for the correlations employed in the wave function.

We apply such VMC techniques to the study of liquid and solid $^3$He, using a new many-body trial wave function which uses the spin-coherent representation to include the spin-spin
correlations into the wave function.
8 Variational Studies on liquid and solid $^3\text{He}$

8.1 Variational Monte Carlo

The Hamiltonian that describes a system of $N$ interacting $^3\text{He}$ or $^4\text{He}$ particles is

$$\hat{H} = \hat{T} + \hat{V} = -\frac{\pi^2}{2m} \sum_{i=1}^{N} \nabla_i^2 + \sum_{i<j}^{N} v(|\vec{r}_i - \vec{r}_j|),$$  \hspace{1cm} (8.1)

where $m$ is the mass of either $^3\text{He}$ or $^4\text{He}$ and $v(|\vec{r}|)$ is a potential describing the interaction between the He particles.

It is believed that the HFDHE2 potential of Aziz et al. [51] provides a realistic description of both liquid and solid $^3\text{He}$, and we employed it in these calculations.

The HFDHE2 potential is written as follows,

$$v(r) = \epsilon \left\{ A \exp\left[-a \frac{r}{r_m}\right] - \left[c_0 \left(\frac{r_m}{r}\right)^6 + c_8 \left(\frac{r_m}{r}\right)^8 + c_10 \left(\frac{r_m}{r}\right)^{10}\right] F(r) \right\},$$  \hspace{1cm} (8.2)

where

$$F(r) = \begin{cases} \exp\left[-(D \frac{r_m}{r} - 1)^2\right] & \frac{r}{r_m} \leq D \\ 1 & \frac{r}{r_m} > D \end{cases}$$  \hspace{1cm} (8.3)

The values of the parameters for the HFDHE2 potential as reported by Aziz et al. [51] are: $A = 0.5448504 \times 10^6$, $a = 13.353384$, $D = 1.241314$, $r_m = 2.9673 \AA$, $\epsilon/k_B = 10.8K^\circ$. 


\[ \alpha_6 = 1.3732412, \quad \alpha_8 = 0.4253785, \quad \alpha_{10} = 0.178100. \]

Employing this potential and using the most sophisticated techniques of microscopic investigation, it has been possible to reproduce most of the experimental results in liquid and solid \(^4\)He. In liquid and solid \(^3\)He, the available many-body theories do not still allow to check the reliability of the model Hamiltonian Eq.( 8.1), with the same accuracy as in \(^4\)He. Variational methods represent one of the most successful approaches to the microscopic study of many-body systems. For any many-body trial wavefunction \(\Psi(\vec{R}, \vec{\sigma})\) (continuous with a continuous first derivative), satisfying some given boundary condition, the following inequality holds:

\[
\frac{\langle \Psi(\vec{R}, \vec{\sigma}) | \hat{H} | \Psi(\vec{R}, \vec{r}) \rangle}{\langle \Psi(\vec{R}, \vec{\sigma}) | \Psi(\vec{R}, \vec{\sigma}) \rangle} \geq E_0 \tag{8.4}
\]

where \(E_0\) is the exact ground state energy of the many-body correlated system and \(\vec{R}, \vec{\sigma}\) denotes the whole set of space and spin coordinates, \(\{\vec{r}_1 \ldots \vec{r}_N\}, \{\vec{\sigma}_1 \ldots \vec{\sigma}_N\}\).

One can obtain an approximation to this ground state energy (upper bound) by minimizing the parameters of a chosen class of trial wavefunctions. It should be noticed that a trial wavefunction \(|\Psi\rangle\), which gives a good variational energy is not guaranteed to be similarly good for the description of other properties of the system.

Apart from very simple cases, the evaluation of the integrals in Eq.( 8.4) is impossible from direct numerical integration, and one has to resort to diagramatic techniques or to Monte Carlo methods.

### 8.2 Trial wavefunctions for liquid and solid \(^3\)He

The simplest trial wavefunction to describe \(^3\)He liquid is the Jastrow-Slater (JS) wavefunction,
\[ |\Psi(\vec{R}, \{\sigma\})\rangle = \exp\left[\sum_{i<j}^N u(|\vec{r}_i - \vec{r}_j|)\right] D_\sigma(\vec{R}) \]  

(8.5)

where

\[ D_\sigma(\vec{R}) = D_1(\vec{r}_1 \ldots \vec{r}_{N/2}) \ D_1(\vec{r}_{N/2+1} \ldots \vec{r}_N) \]  

(8.6)

In the above expression \( D_\sigma(\vec{R}) \), is the Slater determinant wavefunction of \( N \) fermions with spin \( \{\sigma = 1/2\} \). The pseudopotential \( u(|\vec{r}|) \) is due to McMillan [57] and is written as,

\[ u(|\vec{r}|) = -\frac{1}{2} \left(\frac{b}{|\vec{r}|}\right)^5 \]  

(8.7)

However, this trial wavefunction gives estimates of energy per particle, which are more than 1.5 \( K_{10} \), higher than the experimental values at \( ^3\text{He} \) liquid equilibrium density \( \rho_{eq} = 0.273/\sigma^3 = 0.01635\,\text{Å}^{-3} \).

Because \( ^3\text{He} \) is a Fermi system, the backflow not only provides triplet correlations, but also momentum dependent correlations. The backflow is usually taken into account modifying the plane waves in the determinant \( D_\sigma(\vec{R}) \), namely considering the following single particle orbitals:

\[ \varphi_P(\vec{r}_i) = \exp(i\vec{k}\vec{r}_i) - \exp \left[ i\vec{k} \left( \vec{r}_i + \lambda B \sum_{a \neq i}^N \eta(|\vec{r}_i - \vec{r}_a|) \right) \right] \]  

(8.8)

A better trial wavefunction is the one who includes explicit 3-body (triplet) correlations on it, \( |\Psi_3(\vec{R}, \{\sigma\})\rangle \) which is written as:

\[ |\Psi_3(\vec{R}, \{\sigma\})\rangle = \exp\left[\sum_{i<j}^N u(|\vec{r}_i - \vec{r}_j|)\right] D_\sigma(\vec{R}) \exp \left[ -\frac{\lambda_P}{2} \sum_{\{P\}}^N \xi(|\vec{r}_i - \vec{r}_j|) \xi(|\vec{r}_i - \vec{r}_k|) \xi(|\vec{r}_j - \vec{r}_k|) \right] \]  

(8.9)
where $\lambda_T$ is a variational parameter and $\{P\}$ are cyclic permutations over the three indexes $i$, $j$, and $k$.

The 3-body pseudopotential in Eq.(8.9) can be rewritten as:

$$\frac{\lambda_T}{2} \sum_{\{P\}}^N \xi(|\vec{r}_i - \vec{r}_j|) \xi(|\vec{r}_i - \vec{r}_k|)(\vec{r}_i - \vec{r}_j)(\vec{r}_i - \vec{r}_k) = \frac{\lambda_T}{4} \sum_{i=1}^N \tilde{G}(\vec{r}_i)\tilde{G}(\vec{r}_i) - \frac{\lambda_T}{2} \sum_{i<j}^N \xi^2(|\vec{r}_i - \vec{r}_j|)|\vec{r}_i - \vec{r}_j|^2$$

(8.10)

where

$$\tilde{G}(\vec{r}_i) = \sum_{a\neq i}^N \xi(|\vec{r}_i - \vec{r}_j|)(\vec{r}_i - \vec{r}_j)$$

(8.11)

This expression is more convenient in Monte Carlo computation, because involves only updating the pair form $\tilde{G}(\vec{r}_i)$. By including the triplet correlations the Jastrow pseudopotential is modified to $\tilde{u}(|\vec{r}_i - \vec{r}_j|)$, where:

$$\tilde{u}(|\vec{r}_i - \vec{r}_j|) = u(|\vec{r}_i - \vec{r}_j|) + \frac{\lambda_T}{2} \xi^2(|\vec{r}_i - \vec{r}_j|)|\vec{r}_i - \vec{r}_j|^2$$

(8.12)

and the new Jastrow-Slater-Triplet (JST) wavefunction is:

$$|\Psi_3(\vec{R}, \{\sigma\})> = \exp\left[\sum_{i<j}^N \tilde{u}(|\vec{r}_i - \vec{r}_j|)\right] D_\sigma(\vec{R}) \exp\left[-\frac{\lambda_T}{4} \sum_{i=1}^N \tilde{G}(\vec{r}_i)\tilde{G}(\vec{r}_i)\right]$$

(8.13)

Table 8.1 reports the results of some variational calculations carried out at density $\rho_3 = 0.277$, they are compared with the experimental value at the equilibrium density $\rho_{eq}3 = 0.273$ which is slightly lower.

A possible parametrization of the function $\xi(|\vec{r}|)$, is that employed in Ref. [56]:

$$\xi(r) = \exp[-(\frac{r - \rho_0}{w_T})^3](\frac{r - R_T}{R_T})^3$$

(8.14)

The parameter $R_T$ is a cutoff distance, introduced not to have discontinuities in the logarithmic derivative of the wave function at the border of the simulation box.
Table 8.1: Variational ground-state energies per particle for different trial wavefunctions, used to describe $^3$He liquid. The values are taken from Ref. [56].

| $N$ | $\rho \sigma^3$ | Potential | $|\Psi>$ | $E/N (K^o)$ |
|-----|-----------------|-----------|---------|-------------|
| 54  | 0.277           | HFDHE2    | JS      | -1.08 ± 0.03 |
| 54  | 0.277           | HFDHE2    | JST     | -1.61 ± 0.03 |
| 54  | 0.277           | HFDHE2    | JS+B    | -1.55 ± 0.04 |
| 54  | 0.277           | HFDHE2    | JST+B   | -1.91 ± 0.04 |
| -   | 0.273           | -         | Experiment | -2.47 ± 0.01 |

Table 8.2: The best Jastrow and triplet variational parameters obtained using a Jastrow-Slater-Triplet (JST) wave function, for $^3$He liquid. The values are taken from Ref. [56], $\sigma = 2.556 \AA$

| $N$ | $\rho \sigma^3$ | Potential | $b/\sigma$ | $\lambda_T \sigma^2$ | $r_T^0/\sigma$ | $w_T/\sigma$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>0.277</td>
<td>HFDHE2</td>
<td>1.15</td>
<td>-12</td>
<td>0.95</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Other variational parameters are the before mentioned triplet strength, $\lambda_T$, the center $r_T^0$ and width, $w_T$ of the Gaussians.

The triplet correlation provides a localization of the particles at a distance $r_T^0$, depending on the angles between the directions joining the three particles.

The best triplet variational parameters for liquid $^3$He, after a VMC simulation for $N = 54$ particles, at a density $\rho \sigma^3 = 0.277$, (higher than the liquid $^3$He equilibrium density $\rho_{eq} \sigma^3 = 0.273$), obtained using a JST wavefunction are given in Table 8.2.

Much less satisfactory is the situation for $^3$He solid, where most of the calculations have been performed in terms of mass three bosons, based on the fact that in a crystalline structure,
the exchange effects are small.

In order to have a localization of the particles on the sites of some given lattice, it is, in general necessary to modulate the wave function with a one-body term consisting of Gaussians centered on the appropriate positions. Such factor, known as Nosanow factor [58], must replace the $D_\sigma (\vec{R})$ determinant of the $^3$He case.

The non-antisymmetrized Jastrow-Nosanow wave function, $\Psi_{\text{Solid}}^{N}(\vec{R})$ is written as a Jastrow multiplying a product of one-body terms:

$$\Psi_{\text{Solid}}^{N}(\vec{R}) = \exp \left[ \sum_{i<j}^N u(|\vec{r}_i - \vec{r}_j|) \right] \prod_{j=1}^N \varphi_{\sigma_j}(\vec{r}_j)$$

(8.15)

where $\varphi_{\sigma_j}(\vec{r}_j) = \exp[-C(\vec{r}_j - \vec{s}_j)^2]$ are Gaussians centered at the given lattice sites $\vec{s}_j$ and $C$ is considered as a variational parameter.

The effect of the antisymmetrization of the solid $^3$He wave function, was discussed for the first time in 1977 by Ceperley et al. [59] using the Lennard-Jones (LJ) potential to describe the interaction of $^3$He atoms:

$$V_{\text{LJ}}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right]$$

(8.16)

where $\epsilon/k_B = 10.22 K$ and $\sigma = 2.556 \text{ \AA}$.

They performed VMC simulations on solid bcc $^3$He, using a many-body variational wave function composed of a product of a Jastrow function with a determinant of Gaussians:

$$\Psi_{\text{Solid}}(\vec{R}) = \exp \left[ \sum_{i<j}^N u(|\vec{r}_i - \vec{r}_j|) \right] \text{Det} \{ \varphi_{\sigma_j}(\vec{r}_j) \}$$

(8.17)

where $\vec{r}_i$ are the particle coordinates, and $\vec{s}_j$ are the given bcc lattice sites.

Their results are shown in Table 8.3.

Much earlier, Hansen and Levesque [60] had performed the same calculations on solid $^3$He, employing the non-antisymmetrized $|\Psi_{\text{Solid}}^{N}(\vec{R})>$ wave function.
Table 8.3: VMC results for solid bcc $^3$He, obtained with a Jastrow and an antisymmetrized determinant of Nosanow Gaussians centered at given lattice sites after Ref [59]

<table>
<thead>
<tr>
<th>N</th>
<th>$\rho \sigma^3$</th>
<th>Potential</th>
<th>Wavefunction</th>
<th>$b/\sigma$</th>
<th>$C\sigma^2$</th>
<th>E (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td>0.427</td>
<td>LJ</td>
<td>$</td>
<td>\Psi_{\text{solid}}&gt;$</td>
<td>1.092</td>
<td>2</td>
</tr>
<tr>
<td>128</td>
<td>0.427</td>
<td>LJ</td>
<td>$</td>
<td>\Psi_{\text{solid}}&gt;$</td>
<td>1.092</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8.4: VMC results for solid bcc $^3$He, obtained with a Jastrow and a non-antisymmetrized product of Nosanow Gaussians centered at given lattice sites. The values in second row are taken from Ref [60], while those in the third row are taken from Ref [59]

<table>
<thead>
<tr>
<th>N</th>
<th>$\rho \sigma^3$</th>
<th>Potential</th>
<th>Wavefunction</th>
<th>$b/\sigma$</th>
<th>$C\sigma^2$</th>
<th>E (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>864</td>
<td>0.427</td>
<td>LJ</td>
<td>$</td>
<td>\Psi_{\text{solid}}^N&gt;$</td>
<td>1.092</td>
<td>2</td>
</tr>
<tr>
<td>864</td>
<td>0.427</td>
<td>LJ</td>
<td>$</td>
<td>\Psi_{\text{solid}}^N&gt;$</td>
<td>1.092</td>
<td>2</td>
</tr>
</tbody>
</table>

In principle this wave function does not have the correct symmetry, but the obtained energies per particle are lower than the values obtained from the properly antisymmetrized determinant of Gaussians, as confirmed later by Ceperley et al. [59].

In Table 8.4 we show the results of Hansen and Levesque [60] (second row) and Ceperley et al. [59] (third row).

Very recently, Pederiva et al. [61] used the formalism of the Shadow Wave Functions (SWF) to describe the groundstate properties of liquid and solid $^3$He, but their results for solid $^3$He are still not in a very good agreement with the exact experimental values.

Periodic boundary conditions are employed to represent an infinite system by means of a few particles, and the continuity of the logarithmic derivative of the wave function must be imposed in order to have a meaningful variational estimate. To this purpose, if only
short range correlations are present in the wave function, they should be cut off continuously
at a distance equal to \( L/2 \), where \( L \) is the simulation box side, and the minimum image
convention has to be used in computing the interactions. If long range correlations are
considered, Ewald summation must be used.

The value of the potential energy must be corrected by a tail correction, given from the
integral:

\[
\frac{\rho}{2} \int_{L/2}^{\infty} d^3r \ v(|\vec{r}|) 
\]  

(8.18)

Different estimators can be employed to define the local kinetic energy, as different forms
of the kinetic energy operator are possible. The simplest form, called the Pandharipande-
Bethe (PB) form, is obtained from the direct evaluation of \( \nabla_i^2 \) on \( |\Psi> \),

\[
<T>_{PB} = -\frac{\hbar^2}{2m} \sum_i \int d\vec{R} \ p(\vec{R}) \left\{ \nabla_i^2 \ln \Psi(\vec{R}) + \left[ \nabla_i \ln \Psi(\vec{R}) \right]^2 \right\} 
\]  

(8.19)

where

\[
p(\vec{R}) = \frac{\Psi^*(\vec{R}) \Psi(\vec{R})}{\int d\vec{R} \ \Psi^*(\vec{R}) \ \Psi(\vec{R})}.
\]  

(8.20)

Another form obtained from the Jackson-Feenberg identity

\[
\int d\vec{R} \ \Psi^*(\vec{R}) \ \nabla_i^2 \Psi(\vec{R}) = -\int d\vec{R} \ \left[ \nabla_i \Psi^*(\vec{R}) \right] \left[ \nabla_i \ln \Psi(\vec{R}) \right]
\]  

(8.21)

, after a partial integration is called the Jackson-Feenberg (JF) form of the kinetic energy
and is given by:

\[
<T>_{JF} = \frac{1}{2} \left\{ <T>_{PB} + \frac{\hbar^2}{2m} \sum_i \int d\vec{R} \ p(\vec{R}) \left[ \nabla_i \ln \Psi(\vec{R}) \right] \left[ \nabla_i \ln \Psi^*(\vec{R}) \right] \right\}
\]  

(8.22)

However the best estimator for the total energy, in terms of lower variance for a fixed
number of Monte Carlo steps (MCS), is obtained using the PB kinetic energy. Nevertheless
it is useful to monitor both values during the simulation, as they should converge to the
same value if the sampling is correct.
9 Coherent State Wavefunction for Systems with Spin-Dependent Correlations

9.1 The coherent state formalism

Finding viable wavefunctions for variational calculations of spin-correlated systems has been a longstanding problem in many areas of physics, including quantum liquids and nuclear physics. A simple Jastrow form $\Psi = \hat{F}|\Phi>$ is often used where $|\Phi>$ is a product of single particle wavefunctions that reflects the symmetry of the system and $\hat{F}$ is a correlation operator with state-dependent factors [62]. A particular example of $\hat{F}$ is the Jastrow form:

$$\hat{F} = \exp \left[ \sum_{i<j} N \sum_{\alpha} a^\alpha (|\vec{r}_i - \vec{r}_j|) \hat{O}_{ij}^\alpha \right]$$

(9.1)

where $\hat{O}_{ij}^\alpha$ is an operator of the form $\{1, \vec{s}_i \cdot \vec{s}_j, S_{ij}, \vec{r}_i \cdot \vec{r}_j, (\vec{s}_i \cdot \vec{s}_j)(\vec{r}_i \cdot \vec{r}_j), S_{ij}(\vec{r}_i \cdot \vec{r}_j)\}$ where $S_{ij} = T^{\alpha\beta}(r_{ij})\sigma_i^\alpha \sigma_j^\beta$ is the tensor operator with $T^{\alpha\beta}(r_{ij}) = 3r_{ij}^\alpha r_{ij}^\beta - \delta_{\alpha,\beta}r_{ij}^2$. The $\vec{s}_i$ and $\vec{r}_i$ are the Pauli matrices for the spin and isospin of particle $i$. Here we limit the discussion to models which contain only these six or a subset of operators. Many more complicated sets of operators with spin-orbit and other correlations can be added. Summations over $\alpha$ are taken for those operatorial components $\hat{O}^\alpha$ which are needed for the particular system under consideration. For example, in nuclear matter calculations, all six components could
be considered; in neutron matter, the isospin terms will drop out and only the first three terms would be used; while a description of $^3$He could use just the first two. A fundamental problem with the correlation operator approach has been the difficulty in evaluating accurately expectation values required for variational calculations.

For wavefunctions with no spin operators, variational calculations are straightforward to perform. The spatial integrations needed to evaluate expectation values are easily done using Monte Carlo [52, 63] or integral equation methods, such as Fermi hyper-netted-chain (FHNC) [26, 64]. In condensed matter systems, for example, Monte Carlo calculations on hundreds of particles are routine. However, the inclusion of spin variables into the correlation operator severely restricts the system size. This is because the correlation operators are usually nonlocal in spin space. The sign and phase of the resulting terms make it difficult to construct a low variance method for doing these summations. Explicit summation techniques limit the size of systems that can be considered. The largest calculations for liquid $^3$He with explicit spin dependent wave functions has been for 14 particles [65]. In nuclear physics, only light nuclei (less than about 8 particles) have been considered [66, 67].

Incorporation of cluster expansion techniques into the Monte Carlo method shows some promise; although it remains unclear as to whether the cluster expansion converges at the four- or five-body level where the series is truncated [68, 69].

With these difficulties in mind, we propose a different approach for dealing with spin correlations in variational calculations. In this approach, the wavefunction is constructed using spin coherent states to represent the spin states of particles. In this basis, the states are parametrized by a continuous variable that looks like a classical spin vector. Particularly attractive is that operators can be represented as simple integrals over these "spin variables". Thus, correlation operators that had previously proven cumbersome in variational calculations can be replaced by integrals over c-valued functions. The price for this for-
mulation is that the number of integration variables increases. However, these integrals can be evaluated using standard numerical techniques. With this approach, Monte Carlo calculations for nuclei and larger systems may become feasible. Additionally, since these classical spin variables commute, commutator terms in the FHNC equations do not appear.

After briefly reviewing the coherent state formalism, we present the coherent state wave-function (CSWF). We report results of Monte Carlo calculations on liquid and solid $^3$He, which agrees very well with standard methods.

In the coherent state formulation, the spin coherent states are a family of spin states created by applying the rotation operator $\hat{R}(\theta, \phi)$ to the maximally spin polarized state $|S, S >$,

$$| \Omega > = \hat{R}(\theta, \phi)|S, S > = e^{i\phi S_y}e^{i\theta S_z}|S, S >$$

(9.2)

where $| \Omega >$ is a unit vector on the sphere with coordinates $|\Omega, \theta, \phi >$, $0 \leq \theta \leq \pi$ and $0 \leq \phi < 2\pi$ and the state $|S, S >$ is the eigenstate of $\hat{S}_z$ with the largest possible eigenvalue.

With this definition, there is a one-to-one correspondence between the coherent states and points on the unit sphere except for the case of the south pole.

For spin $S = 1/2$ which is the case we will consider here, the expansion is especially simple

$$| \Omega > = \omega_1(\Omega)|1> + \omega_1(\Omega)|\bar{1}>$$

(9.3)

where the coefficients are given by

$$\omega_1(\Omega) = \langle 1 | \Omega \rangle = \cos(\frac{\theta}{2})\exp(\frac{i}{2}\phi \hat{n})$$

(9.4)

$$\omega_{\bar{1}}(\Omega) = \langle \bar{1} | \Omega \rangle = \sin(\frac{\theta}{2})\exp(-\frac{i}{2}\phi \hat{n}) .$$

(9.5)

From these definitions, the overlap of two coherent states can be easily found

$$\langle \Omega' | \Omega \rangle = \omega_1(\Omega')\omega_1(\Omega) + \omega_{\bar{1}}(\Omega')\omega_{\bar{1}}(\Omega).$$

(9.6)
The Hilbert space spanned by the coherent states is distinguished by two properties: the individual states are not orthogonal and the set \( \{ |\Omega\rangle \} \) is overcomplete. A number of useful results follows from the overcompleteness, \( \int \frac{d\Omega}{2\pi} |\Omega\rangle \langle \Omega| = \hat{1} \).

For example, any operator \( \hat{O} \) can be represented in a form that looks like a diagonal operator

\[
\hat{O} = \int \frac{d\Omega}{2\pi} |\Omega\rangle f(\Omega) \langle \Omega|.
\]

(9.7)

Here, \( f(\Omega) \) is, in general, a non-unique, c-valued function of the angles \((\theta, \phi)\). For example, the Pauli matrices find the following representation in the coherent state basis

\[
\hat{\tau} \hat{\sigma} = \int \frac{d\Omega}{2\pi} |\Omega\rangle \mathbf{3} \tilde{\Omega} \langle \Omega|.
\]

(9.8)

In general, if the operator \( \hat{O} \) is linear in \( \hat{\tau} \hat{\sigma} \), then the corresponding \( f(\Omega) \) is also linear in \( \tilde{\Omega} \). For example, \( \hat{\sigma}_i \cdot \hat{\sigma}_j \) goes over to \( \tilde{\Omega}_i \cdot \tilde{\Omega}_j \).

In the following, we limit our discussion to the case of liquid \(^3\text{He}\). The helium interaction has no tensor force, so the total spin of the system is conserved, and no tensor correlations occur.

### 9.2 The Coherent State Wave Function

In a recent paper the above authors \([70]\) have proposed a variational wave function which uses coherent states to represent the spin state of the particles. Spin states are parametrized by a continuous variable that looks like a classical spin vector, so that spin operators are represented as simple integrals without commutation terms. A standard variational Monte Carlo (VMC) technique was employed to compute groundstate energy per particle for liquid \(^3\text{He}\). This new wave function takes explicitly into account the spin-spin correlation among the particles, a quantity neglected in all previous VMC calculations.

In this work we apply such a variational wave function not only to liquid \(^3\text{He}\), but also to solid \(^3\text{He}\). Furthermore, we include also triplet correlations on it, which are essential in
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bringing the equilibrium density $\rho_{eq}$ and energy per particle $E(\rho_{eq})/N$ close to the experimental values.

A coherent state wave function (CSWF) for liquid $^3$He includes a trivial Jastrow, a spin-spin correlation part (written in the coherent state representation) and a modified Slater determinant:

$$|\Psi_{CS}(\vec{R})\rangle = \int d\vec{\Omega}(N)|\Omega(N)\rangle \exp \left[ \sum_{j>i}^{N} u(|\vec{r}_i - \vec{r}_j|) + \sum_{j>i}^{N} u^*(|\vec{r}_i - \vec{r}_j|)\vec{\Omega}_i\vec{\Omega}_j \right] <\Omega(N)|\Phi>$$

(9.9)

We use a short-hand notation where $|\Omega(N)\rangle$ represents the many-spin state $|\Omega_1 \ldots \Omega_N\rangle$, $d\vec{\Omega}(N)$ is the whole set of variables $d\vec{\Omega}_1 \ldots d\vec{\Omega}_N$, $\vec{\Omega}_i$ is a classical unit vector specified in spherical coordinates $(\theta_i, \phi_i)$ and $<\Omega(N)|\Phi>$ is the modified Slater determinant. For each particle, the spin state is specified as being $|\uparrow\rangle$ or $|\downarrow\rangle$. The full overlap $<\Omega(N)|\Phi>$ is expressed as a determinant of modified single-particle orbitals of the form:

$$<\Omega(N)|\Phi> = Det(M_{ij})$$

(9.10)

where $M_{ij} = \psi^*_j(\vec{r}_i) |\Omega_i|s_j >$ and

$$s_j = \begin{cases} \uparrow & j = 1, \ldots, \frac{N}{2} \\ \downarrow & j = \frac{N}{2} + 1, \ldots, N \end{cases}$$

(9.11)

The single particle wavefunctions $\psi^*_j(\vec{r}_i)$ where particle $i$ occupies the $j$-th orbital are taken as plane waves of the form:

$$\psi^*_j(\vec{r}_i) = \sqrt{\frac{1}{L^3}} \exp(i\vec{k}_j\vec{r}_i) \quad |\vec{k}_j| \leq k_F$$

(9.12)

where $j = 1, \ldots, N$, $L$ is the size of the cubic simulation cell and $N$ is the number of the particles in the simulation. The spin-spin pseudopotential has been taken of the Backflow
form, as suggested by [70]:

\[ u^\sigma(r) = -\lambda \exp\left[-\left(\frac{r - r_0}{w}\right)^2\left(\frac{L/2 - r}{L/2}\right)^3\right] \]  

(9.13)

Calculations were performed for \( N = 14 \) particles in a periodic box. We compare results for the ground state energies for liquid \(^3\)He using \( |\Psi_{CS}\rangle \) with those obtained using both a Jastrow-Slater (JS) trial function and a Jastrow-Slater function with backflow correlations (JSB), where to include backflow, the plane waves in the Slater determinant are modified as in Eq. (8.8).

At the two-body level spin singlet pairs and spin triplet pairs are correlated differently in the CSWF. The effect can be similar to backflow which correlates states with different wave vectors differently. Recent calculations have shown that spin correlations can give results quantitatively similar to backflow[65]. The fact that the CS wavefunction results agree very well when compared to the Jastrow-Slater form with backflow (JSB) indicates that \( |\Psi_{CS}\rangle \) provides a good representation of the true spin correlations. The inclusion of the triplet correlations on the CS wave function (CSWF) is done using the same formalism as in the previous section, namely by modifying the Jastrow pseudopotential to:

\[ \tilde{u}(|\vec{r}_i - \vec{r}_j|) = u(|\vec{r}_i - \vec{r}_j|) + \frac{\lambda_T}{2}\xi^2(|\vec{r}_i - \vec{r}_j|)|\vec{r}_i - \vec{r}_j|^2 \]  

(9.14)

and adding the term:

\[ \exp\left[-\frac{\lambda_T}{4}\sum_{i=1}^N \tilde{G}(\vec{r}_i)\tilde{G}(\vec{r}_i)\right] \]  

(9.15)

in the wave function. There are three parameters in the triplet correlation, namely the strength \( \lambda_T \), the position \( r_0^T \), and the width \( w_T \) of the Gaussians. The cut off \( R_T \) should be chosen equal to \( L/3 \) in order to avoid counting different images of the same triplet, but as \( \xi(|\vec{r}|) \) is very short ranged and is almost zero at \( L/3 \), even larger cut off values, as reported in literature, can be used without trouble.
9.3 The Variational Monte Carlo technique

As an explicit test of this wavefunction, we present the results of a VMC calculation for liquid and solid $^3$He. This is an appropriate test system because it has been the subject of extensive numerical investigation [63]. In addition, strong evidence suggests that spin-correlations can play a major role in determining its ground state properties.

Our VMC simulations on liquid $^3$He are performed considering periodic boundary conditions. These conditions determine the wavevectors $\bar{k}_j = \frac{2\pi}{L} \bar{n}_j$, where $\bar{n}_j$ are the allowed quantum numbers $(0, 0, 0), (0, 0, \pm 1) \ldots$

To ensure the correct ground state symmetries for the wave function, we consider in the simulations a number of particles $N$, that fill a complete shell in momentum space.

Let us use the simplified notation: \( \Omega^{L,R} = \{ \Omega^L_1, \ldots, \Omega^L_N, \Omega^R_1, \ldots, \Omega^R_N \} \), \( d\Omega^{L,R} = d\Omega^L_1 \ldots d\Omega^L_N \ldots d\Omega^R_1 \ldots d\Omega^R_N \), \( d\bar{R} = d\bar{r}_1 \ldots d\bar{r}_N \), where the superscripts $L$ and $R$ stands for “left” and “right” index.

The ground-state expectation value of the Hamiltonian and other operators are many-body integrals.

These integrals can be evaluated by either FHNC or Monte Carlo methods. They depend not only on the interparticle distance $|\bar{r}_i - \bar{r}_j|$, but also on the angular variables $\bar{\Omega}_i^L, \bar{\Omega}_j^L, \bar{\Omega}_i^R, \bar{\Omega}_j^R$.

Such dependence is due to the fact that $|\Psi^R_{CS}\rangle$ involves integrals of $\{\bar{\Omega}^R_i\}$ and similarly $\langle \Psi^L_{CS} |$ on $\{\bar{\Omega}^L_i\}$. Thus, in a given matrix element, there are two angles to be integrated for each particle $\bar{\Omega}^L_i, \bar{\Omega}^R_i$, left and right.

The expectation value of Hamiltonian $\hat{H}$ is written:

\[
\frac{\langle \Psi^L_{CS}(\bar{R}) | \hat{H} | \Psi^R_{CS}(\bar{R}) \rangle}{\langle \Psi^L_{CS}(\bar{R}) | \Psi^R_{CS}(\bar{R}) \rangle} = \frac{\int d\bar{R} d\bar{\Omega}^L d\bar{\Omega}^R \ p(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R) \ w(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R) \ \frac{\langle \Psi^R_{CS}(\bar{R}) | \hat{H} | \Psi^R_{CS}(\bar{R}) \rangle}{\langle \Psi^R_{CS}(\bar{R}) | \Psi^R_{CS}(\bar{R}) \rangle}}{\int d\bar{R} d\bar{\Omega}^L d\bar{\Omega}^R \ p(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R) \ w(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R) \langle \Psi^L_{CS}(\bar{R}) | \Psi^R_{CS}(\bar{R}) \rangle} \tag{9.16}
\]

where

\[
w(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R) = \frac{p(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R)}{|p(\bar{R}, \bar{\Omega}^L, \bar{\Omega}^R)|}, \tag{9.17}
\]

and
\[ p(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R) = \exp \left\{ 2 \sum_{j>i}^N v(|\vec{r}_i - \vec{r}_j|) + \sum_{j>i}^N u'(|\vec{r}_i - \vec{r}_j|)(\vec{\Omega}^L_i \cdot \vec{\Omega}^L_j + \vec{\Omega}^R_i \cdot \vec{\Omega}^R_j) \right\} < \Omega^L(N)|\Omega^R(N) > Det(M^L)Det(M^R) \] (9.18)

Such expectation value is computed by generating a set \( \{\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R\} \) of \( M \) configurations \( \{\vec{R}_i, \vec{\Omega}^L_i, \vec{\Omega}^R_i\}, i = 1, 2, \ldots M \), sampled from the probability: \( |p(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R)| \).

Calculations were performed using the Metropolis algorithm [71]. Initial coordinates are chosen for each particle; typically there are either on a lattice or are a result of a previous Monte Carlo run. The particles are then moved one by one to new trial positions. The probability to accept the Metropolis move \( p \) is given by:

\[ p = \frac{|p(\vec{R}_{new}, \vec{\Omega}^L_{new}, \vec{\Omega}^R_{new})|}{|p(\vec{R}_{old}, \vec{\Omega}^L_{old}, \vec{\Omega}^R_{old})|} \] (9.19)

and the expectation value of Eq. (9.16) is found averaging the quantity:

\[ \sum_2^M w(\vec{R}_i, \vec{\Omega}^L_i, \vec{\Omega}^R_i) E_L(\vec{R}_i, \vec{\Omega}^L_i, \vec{\Omega}^R_i) \sum_2^M w(\vec{R}_i, \vec{\Omega}^L_i, \vec{\Omega}^R_i) \] (9.20)

where the local energy \( E_L(\vec{R}_i, \vec{\Omega}^L_i, \vec{\Omega}^R_i) \) is:

\[ E_L(\vec{R}_i, \vec{\Omega}^L_i, \vec{\Omega}^R_i) = \frac{\hbar |\Psi_{CS}^L(\vec{R})|}{\Psi_{CS}^L(\vec{R})} = \sum_{j>i}^N v(|\vec{r}_i - \vec{r}_j|) - \frac{\pi^2}{2m} \sum_{i=1}^N (\vec{\nabla}_i)^2 \Psi_{CS}^L(\vec{R}) = \sum_{j>i}^N v(|\vec{r}_i - \vec{r}_j|) - \frac{\pi^2}{2m} \sum_{i=1}^N h_i(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R) - \vec{g}_i(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R)\vec{g}_i(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R) \] (9.21)

The laplacian and the gradient are respectively:

\[ h_i(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R) = (\vec{\nabla}_i)^2 \ln \left[ \Psi_{CS}^L(\vec{R}) \right] \] (9.22)

\[ \vec{g}_i(\vec{R}, \vec{\Omega}^L, \vec{\Omega}^R) = (\vec{\nabla}_i) \ln \left[ \Psi_{CS}^L(\vec{R}) \right] \] (9.23)
The pseudopotential \( u(|\vec{r}_i - \vec{r}_j|) \) for the 2-body Jastrow correlation between particle \( i \) and particle \( j \) is taken of McMillan form [57],

\[
u(|\vec{r}|) = \frac{1}{2} \left( \frac{b}{|\vec{r}|} \right)^5
\]

(9.24)

where \( b \) is variationally chosen.

In these calculations, the phase \( v(\vec{R}, \vec{Q}^L, \vec{Q}^R) \) limits the size of the system that can be currently handled with low variance, so for the liquid \(^3\text{He}\), the calculations were possible only for \( N = 14 \) particles.

### 9.4 Results on liquid \(^3\text{He}\)

We have performed VMC calculations on liquid \(^3\text{He}\) using the Coherent State Wave Function (CSWF), \( |\Psi_{CS}(\vec{R})> \) of Eq.( 9.9).

In our Monte Carlo calculations, we have used a number \( N=14 \) of particles. For a higher number of particles, \( N=54 \), we were not able to have a statistically stable result, because of the sign problem.

For the liquid densities we considered, the size of the cubic simulation box was taken \( L(N) = (N/\rho)^{1/3} \) compatible with \( N=14 \).

For the McMillan pseudopotential \( u(|\vec{r}|) = -\frac{1}{2} \left( \frac{b}{|\vec{r}|} \right)^5 \), the best variational \( b \) was: \( b = 2.94 \, \text{Å} \).

The spin-spin pseudopotential \( u^s(r) \) was taken as in Eq.( 9.13). The best variational values were found to be the same as those reported by Lawson et al. [70], namely: \( \lambda = -6, b = 2.94 \, \text{Å}, \, \nu_0 = 2.4 \, \text{Å} \) and \( w = 1.3 \, \text{Å} \).

For the liquid \(^3\text{He}\) case, we computed the total radial distribution function \( g(r) = g^\parallel(r) + g^\perp(r) \) and the spin-resolved ones, \( g^\parallel(r) \) and \( g^\perp(r) \), at given densities.

Starting from the definition of the pair distribution function:
\[
\rho g(\vec{r}) = \frac{1}{N} \left\langle \sum_{i=1}^{N} \sum_{j \neq i} \delta \left[ \vec{r} - (\vec{r}_i - \vec{r}_j) \right] \right\rangle
\]  
(9.25)

for a homogeneous and isotropic liquid as the $^3$He case, we have:

\[
\rho g(r) = \frac{2}{N} \left\langle \sum_{i,j>i}^{N} \delta \left[ r - |\vec{r}_i - \vec{r}_j| \right] \right\rangle
\]  
(9.26)

where $r = |\vec{r}|$. The normalization of $g(r)$ is obtained by integrating over all possible separations of 2 atoms, namely:

\[
\rho \int d^3r \ g(r) = N - 1
\]  
(9.27)

To evaluate $g(r)$ from the simulation data we rewrite Eq. (9.27) as:

\[
\rho \sum_{dr} g(r) \Omega(r, dr) = \frac{2}{N} \sum_{dr} \left\langle \sum_{i,j>i}^{N} \delta \left[ r - |\vec{r}_i - \vec{r}_j| \right] \Omega(r, dr) \right\rangle,
\]  
(9.28)

where $\Omega(r, dr)$ is a spherical shell of radius $r$ and thickness $dr$.

The quantity $N(r, dr) = \sum_{j>i}^{N} \delta \left[ r - |\vec{r}_i - \vec{r}_j| \right] \Omega(r, dr)$ is a counting operator which gives the number of atoms found in the spherical shell $\Omega(r, dr)$, with the shell centered on another atom.

Term by term we must have:

\[
g(r) = \frac{\langle N(r, dr) \rangle}{\frac{1}{\rho} \rho \Omega(r, dr)}
\]  
(9.29)

and this is the most suitable form to compute $g(r)$ in a MC simulation.

Similarly $g^{[1]}(r) = \frac{\langle N^{[1]}(r, dr) \rangle}{\frac{1}{\rho} \rho \Omega(r, dr)}$ and $g^{[1]}(r) = \frac{\langle N^{[1]}(r, dr) \rangle}{\frac{1}{\rho} \rho \Omega(r, dr)}$.

In the coherent state representation the operator $\hat{P}_{ij} \hat{P}_{ij} \dagger$ provides to be 1 only when the spins of the particles $i$ and $j$, are parallel at a given distance $r$ between them.

Otherwise this operator is always 0.
Similarly \( \hat{P}_{ij}^{\parallel}(r) = \frac{1-\delta_{ij}}{2} \) does the same thing for the anti-parallel spins.

Keeping this in mind it is not difficult to compute:

\[
< N^{\parallel}(r, dr) > = \frac{\langle \Psi_{CS}^{L} | \hat{P}_{ij}^{\parallel}(r) | \Psi_{CS}^{R} \rangle}{\langle \Psi_{CS}^{L} | \Psi_{CS}^{R} \rangle} = \frac{1}{2} \left[ 1 + \frac{\langle \Psi_{CS}^{L} | \sigma_3^{ij} \hat{\sigma}_3 | \Psi_{CS}^{R} \rangle}{\langle \Psi_{CS}^{L} | \Psi_{CS}^{R} \rangle} \right]
\]

(9.30)

The same formula is obtained for \(< N^{\parallel}(r, dr) >\), where the sign of the second term within the brackets must be changed from + to −.

The quantity \( < \Omega_{i}^{L}(N) | \hat{\sigma}_{3}^{ij} | \Omega_{j}^{R}(N) > \) is written as follows

\[
\frac{\langle \Omega_{i}^{L}(N) | \hat{\sigma}_{3}^{ij} | \Omega_{j}^{R}(N) >}{\langle \Omega_{i}^{L}(N) | \Omega_{j}^{R}(N) >} = \frac{\langle \Omega_{i}^{L} | \sigma_3^{ij} | \Omega_{j}^{R} >}{\langle \Omega_{i}^{L} | \Omega_{j}^{R} >} + \frac{\langle \Omega_{i}^{L} | \sigma_{y}^{ij} | \Omega_{j}^{R} >}{\langle \Omega_{i}^{L} | \Omega_{j}^{R} >} + \frac{\langle \Omega_{i}^{L} | \sigma_{x}^{ij} | \Omega_{j}^{R} >}{\langle \Omega_{i}^{L} | \Omega_{j}^{R} >}.
\]

(9.31)

In the coherent state representation expectation values like \( \langle \Omega_{i}^{L} | \sigma_{x}^{ij} | \Omega_{i}^{R} > \) ... are straightforward and easily implemented in the code.

In Fig. 9.1 we show the spin parallel and spin anti-parallel radial distribution functions obtained for liquid \(^{3}\)He at a density \( \rho = 0.01660 \text{Å}^{-3} \), using the CSWF.

In Table 9.1 we show the values of the energy per particle obtained from the CSWF, after a VMC simulation on liquid \(^{3}\)He, with \( N = 14 \) particles. The last row refers to the CSWF+Triplet results.

The inclusion of the triplet correlations is done modifying the Jastrow pseudopotential as in Eq. (9.14) and adding the term Eq. (9.15) in the CSWF.

The parametrization of \( \xi(r) \) is done as in Eq. (8.14), but we must bear in mind that:

\[
\xi(r) = \exp \left[ -\left( \frac{r - R_{T}(N)}{w_{T}} \right)^{2} \right] \left( \frac{r - R_{T}(N)}{R_{T}(N)} \right)^{3}
\]

(9.32)
Figure 9.1: Radial distribution function $g^{11}(r)$ and $g^{31}(r)$ for liquid $^3$He at the density $\rho = 0.01660 \text{Å}^{-3}$, after a simulation with $N=14$ particles using the coherent state representation to include the spin-spin correlations into the wave function (CSWF)

and their values in Table 8.2 are compatible with $N = 54$.

Using the same variational values for the triplet as those of Table 8.2, we have different cut-offs for $N = 14$ and $N = 54$, namely

$$\frac{R_T(N = 14)}{R_T(N = 54)} = \left(\frac{14}{54}\right)^{1/3} \quad (9.33)$$

In Fig. 9.2, we plot $\sqrt{\lambda_T} \xi(r)$ for $N = 14$ and $N = 54$, using the same variational parameters $\lambda_T \sigma^2 = -12$, $r_T^0/\sigma = 0.95$, $w_T/\sigma = 0.6$. In the case of Fig. 9.2 the cut-off for the triplet correlation $\xi(r)$ is taken at $R_T(N) = \frac{L(N)}{2} = \frac{1}{2}(\frac{N}{\rho})^{1/3}$ and not at $R_T(N) = \frac{L(N)}{3}$. 
Table 9.1: Variational ground-state energies per particle after a VMC simulation on $^3$He liquid. Our simulations were done using the Coherent State Wave function (CSWF) for N=14 particles. Later on, also triplet correlations were included in the wavefunction (CSWF+T).

| $N$ | $\rho a^3$ | $\rho(\lambda^{-3})$ | Potential | $|\Psi>$ | $E/N$ (K) |
|-----|-------------|----------------|----------|----------|----------|
| 14  | 0.273       | 0.01635        | HFDHE2   | CSWF     | -1.49 ± 0.03 |
| 14  | -           | 0.01797        | HFDHE2   | CSWF     | -1.22 ± 0.03 |
| 14  | 0.325       | 0.01946        | HFDHE2   | CSWF     | -0.71 ± 0.03 |
| 14  | 0.277       | 0.01659        | HFDHE2   | CSWF     | -1.41 ± 0.01 |
| 14  | 0.277       | 0.01659        | HFDHE2   | CSWF+T   | -0.00000 ± 0.00000 |

9.5 Results on solid $^3$He

Solid $^3$He is very interesting for its magnetic properties. From experiment it is known that below a temperature of the order of $mK$, a nuclear-spin ordering of the up-up-down-down (u2d2) form becomes stable, namely there is a stacking of two planes of the body-centered-cubic (bcc) crystal with “up” spins, followed by two planes with “down” spins (u2d2). Such order is due to a competition between two, three, or more atomic exchanges in solid $^3$He and can hardly be observed in a standard simulation.

We describe solid $^3$He by an anti-symmetrized many-body wavefunction $|\Psi_{CS}^{S/d}(\vec{R})>$ which includes explicitly the spin-spin correlations through the coherent state representation:

$$|\Psi_{CS}^{S/d}(\vec{R})> = \int d\Theta(N)|\Omega(N)>\exp[\sum_{i<j}^{N} u(|\vec{r}_i-\vec{r}_j|)]\exp[\sum_{i<j}^{N} a^\dagger (|\vec{r}_i-\vec{r}_j|)\Theta_i\Theta_j] <\Omega(N)|Det\{\varphi_{S_j}(\vec{r}_i)\}>$$

(9.34)

The single-particle states $\varphi_{S_j}(\vec{r}_i) = \exp[-C(\vec{r}_i - \vec{s}_j)^2]$ of the determinant of Gaussians are modified as in the $^3$He liquid case by the $<\Omega|s_{ij}>$ angular factors, where $s_j = \uparrow$ for
Figure 9.2: The triplet correlation $\xi(r)$ multiplied by the square of the modulus of the triplet strength $|\lambda_T|$, drawn with the same variational parameters $\lambda_T = -1.83769 \text{Å}^{-3}$, $r_T^0 = 2.4282 \text{Å}$, $w_T = 1.5336 \text{Å}$ for the $N=14$ and $N=54$ particle case. The above numbers are the best values for the triplet correlation from a VMC simulation with $N=54$.

$j = 1 \ldots N/2$, and $s_j = 1$ otherwise.

We have performed VMC simulations at several densities of solid $^3$He, using $N = 16$ and later $N = 54$ particles.

Differently from the liquid $^3$He case, for the solid $^3$He the simulations were statistically stable also for $N = 54$.

For $N = 16$, we started the simulation from an initial configuration of bcc type with an anti-ferromagnetic (AF) nuclear-spin ordering and optimized the parameters of $|\Psi^{\text{solid}}_{CS}(\vec{R})>$.

The optimal values for $N = 16$ were as follows, for the Jastrow pseudopotential $b = 2.84 \text{Å}$; for the spin-spin pseudopotential $\lambda = -5$, $r_0 = 2.4 \text{Å}$, $w = 1.3 \text{Å}$ and for the determinant...
Table 9.2: Variational ground-state energies per particle after a VMC simulation on $^3$He solid. Our simulations were done using the Coherent State Wave function (CSWF). The results at the last two rows were obtained with a Shadow-Slater-Backflow wave function of Ref [61].

| N  | $\rho \sigma^3$ | $\rho(\text{Å}^{-3})$ | Potential | $|\Psi >$ | E/N(K) |
|----|-----------------|------------------------|-----------|-----------|--------|
| 16 | -               | 0.02509                | HFDHE2    | $|\Psi_{CS}^{\text{Solid}} >$ | 0.69 ± 0.03 |
| 16 | 0.427           | 0.02570                | HFDHE2    | $|\Psi_{CS}^{\text{Solid}} >$ | 0.79 ± 0.02 |
| 16 | -               | 0.02618                | HFDHE2    | $|\Psi_{CS}^{\text{Solid}} >$ | 1.03 ± 0.03 |
| 16 | -               | 0.02867                | HFDHE2    | $|\Psi_{CS}^{\text{Solid}} >$ | 2.43 ± 0.03 |
| 16 | -               | 0.03011                | HFDHE2    | $|\Psi_{CS}^{\text{Solid}} >$ | 3.61 ± 0.05 |
| 54 | 0.427           | 0.02570                | HFDHE2    | ShSB-NAF  | 0.955 ± 0.033 |
| 54 | 0.427           | 0.02570                | HFDHE2    | ShSB+Exchange | 2.057 ± 0.039 |

of Gaussians $C = 0.40\text{Å}^{-2}$.

Either for the bcc-AF, or for the bcc-u2d2 spin ordering, the energy per particle obtained from the simulation, was the same within the statistical error bars.

From further tests it comes out that the CSWF does not have the pathologic behaviour of the Shadow-Slater-Backflow Wave Function (ShSB) of Pederiva et al. [61], when the exchange moves are turned on.

In Table 9.2 we report the values obtained from a VMC simulation of $N = 16$ particles of solid $^3$He at 5 different densities, and compare are data with those of Ref. [61].

The spin parallel and spin anti-parallel radial distribution function $g^{11}(r)$ and $g^{\bar{1}1}(r)$ are plotted in Fig. 9.3 for the solid $^3$He bcc at the density $\rho = 0.02509\text{Å}^{-3}$.

Changing the form of the spin-spin pseudopotential $u^\sigma(r)$ as shown in Fig. 9.4, we were able to obtain quite visible changes in the radial distribution functions too.
Figure 9.3: The spin parallel and spin anti-parallel radial distribution function $g^{11}(r)$ and $g^{11}(r)$ for the bcc solid $^3$He at the density $\rho = 0.02509\,\text{Å}^{-3}$ plotted for two different spin-spin pseudopotentials. The simulations were done with $N=16$ particles.

When we extended the calculation to the $N=54$ case, using the same wave function, we had to reoptimize the variational values we used before.

For the simulation on solid $^3$He using $N=54$ particles at the density $\rho = 0.02509\,\text{Å}^{-3}$, we used the following variational estimates: $b = 2.84\,\text{Å}$ for the Jastrow part, $\lambda = -2.1$, $r_0 = 1.8\,\text{Å}$, $w = 1.3\,\text{Å}$ for the spin-spin pseudopotential and $C = 0.40\,\text{Å}^{-2}$ for the single particle Gaussians of the determinant.

In Table 9.3 we report the values obtained from our VMC simulation with $N=16$ and $N=54$ particles for solid $^3$He at density $\rho = 0.02509\,\text{Å}^{-3}$ employing the CSWF.

In Table 9.4 we report the respective values of the variational parameters used in the simulations reported in Table 9.3.
9.5. Results on solid $^3$He

Figure 9.4: The two different spin-spin pseudopotentials $u^s(r)$ referred in the previous graph. The simulations were done with $N=16$ particles.

In Fig. 9.5, we plot the spin parallel, spin anti-parallel and total radial distribution function, $g^{11}(r)$, $g^{1\bar{1}}(r)$, $g(r)$ for solid $^3$He at density $\rho = 0.02509 \, \text{Å}^{-3}$, obtained after a VMC simulation with $N=54$ particles.

The inclusion of the triplet correlations on the solid $^3$He study with the $|\Psi_{CS}^{S_{CS}\delta}(\mathbf{R})>$ as a trial variational many-body wave function, was done modifying the Jastrow pseudopotential and adding the triplet term as in the liquid $^3$He case.

To find the optimal variational parameters for the Jastrow and Triplet correlations we used the Optimized Jastrow+Optimized Triplet (OJOT) method of Moroni et al. [72], which combines the reweighting method for variance minimization with a technique which makes use of the derivatives of the local energy with respect to the expansion parameters.

In Table 9.5 we show the CSWF+Triplet (CSWF+T) results after a simulation with $N = 54$
Table 9.3: VMC results for $^3$He solid at density $\rho = 0.02509 \text{Å}^{-3}$. The simulations were done for $N=16$ and $N=54$ particles.

| $N$ | $\rho \sigma^3$ | $\rho(\text{Å}^{-3})$ | Potential | $|\Psi>$ | $E/N$ (K) | $U/N$ (K) | $T_{PB}/N$ (K) | $T_{JF}/N$ (K) |
|-----|----------------|---------------------|-----------|-------|---------|---------|----------------|----------------|
| 16  | -              | 0.02509             | HFDHE2    | CSWF  | 0.69 ± 0.03 | -25.16 ± 0.04 | 25.86 ± 0.05 | 25.78 ± 0.02 |
| 54  | -              | 0.02509             | HFDHE2    | CSWF  | 0.98 ± 0.03 | -23.99 ± 0.03 | 24.97 ± 0.03 | 25.18 ± 0.03 |

Table 9.4: The respective variational parameters of the CSWF used in the simulation of $^3$He solid at density $\rho = 0.02509 \text{Å}^{-3}$, for $N=16$ and $N=54$ particles.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\rho \sigma^3$</th>
<th>$\rho(\text{Å}^{-3})$</th>
<th>Potential</th>
<th>$b$ (Å)</th>
<th>$\lambda$</th>
<th>$\tau_0$ (Å)</th>
<th>$w$ (Å)</th>
<th>$c$ (Å$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>-</td>
<td>0.02509</td>
<td>HFDHE2</td>
<td>2.84</td>
<td>-5.0</td>
<td>2.4</td>
<td>1.3</td>
<td>0.40</td>
</tr>
<tr>
<td>54</td>
<td>-</td>
<td>0.02509</td>
<td>HFDHE2</td>
<td>2.84</td>
<td>-2.1</td>
<td>1.8</td>
<td>1.3</td>
<td>0.40</td>
</tr>
</tbody>
</table>

particles for solid $^3$He at the density $\rho = 0.027373 \text{Å}^{-3}$ and $\rho = 0.02509 \text{Å}^{-3}$.

The optimal values of the triplet correlation parameters for solid $^3$He, after a VMC simulation with $N = 54$ particles, at the density $\rho = 0.027373 \text{Å}^{-3}$ and $\rho = 0.02509 \text{Å}^{-3}$ were found to be: $\lambda_T = -3.22 \text{Å}^{-2}$, $r_0^T = 1.7577 \text{Å}$ and $w_T = 1.6133 \text{Å}$. The overall set of the variational values used in the above simulation are shown in Table 9.6.

By setting to zero the triplet we recalculate the energy by using the CSWF simply. As the Backflow+Triplet correlations were optimized together, the remaining Jastrow is not the optimal one and can further be optimized, but what is evident is the strong influence of the triplet correlations on the energy values.

As can be seen from the results in Table 9.5, the Triplet correlations play an important role in solid $^3$He improving the total groundstate energy per particle by more than 0.6-0.7 K°.
9.5. Results on solid $^3$He

Figure 9.5: Spin parallel $g_{\uparrow\uparrow}(r)$, spin anti-parallel $g_{\uparrow\downarrow}(r)$ and total $g(r)$ radial distribution function for bcc solid $^3$He at density $\rho = 0.02509 \text{Å}^{-3}$, after a VMC simulation with $N=54$ particles using the Coherent State Wave Function (CSWF).

Going from the CSWF estimates for $N = 16$ to the CSWF+T estimates for $N = 54$, we see that the total energy per particle gets some 0.1-0.2 K$^\circ$ higher.

The above Coherent State Wave Function with the inclusion of the Triplet correlations (CSWF+T), essentially captures all the relevant physics of $^3$He solid. These results still remain about 1.0 K$^\circ$ higher than the experimental estimates.

In Fig. 9.6, we plot the spin parallel, spin anti-parallel and total radial distribution function, $g_{\uparrow\uparrow}(r)$, $g_{\uparrow\downarrow}(r)$, $g(r)$ for solid $^3$He at density $\rho = 0.027373 \text{Å}^{-3}$, obtained after a VMC simulation with $N=54$ particles with the inclusion of the Triplet correlations on it (CSWF+T).

In Fig. 9.7, we show the overall picture of the total energy per particle estimates for $^3$He liquid and solid. For solid $^3$He we present the estimates coming from a VMC simulation with
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Table 9.5: Variational ground-state energies per particle after a VMC simulation on $^3$He solid. Our simulations were done using the Coherent State Wave function (CSWF). For the case $N = 54$ also the triplet correlations were included in the wavefunction (CSWF+T).

| $N$  | $\rho_0 A^3$ | Potential  | $|\Psi>$ | $E/N$ (K$^*$) | $U/N$ (K$^*$) | $T_{PB}/N(K^*)$ | $T_{JF}/N(K^*)$ |
|------|-------------|------------|---------|-------------|-------------|----------------|----------------|
| 16   | 0.02509     | HFDHE2     | CSWF    | 0.69 ± 0.03 | -25.16 ± 0.04 | 25.86 ± 0.05 | 25.78 ± 0.02 |
| 16   | 0.027373    | HFDHE2     | CSWF    | 1.51 ± 0.08 | -27.48 ± 0.14 | 28.99 ± 0.12 | 28.81 ± 0.05 |
| 54   | 0.02509     | HFDHE2     | CSWF    | 0.98 ± 0.03 | -23.99 ± 0.03 | 24.97 ± 0.03 | 25.18 ± 0.03 |
| 54   | 0.027373    | HFDHE2     | CSWF    | 2.55 ± 0.03 | -25.41 ± 0.03 | 27.96 ± 0.03 | 27.73 ± 0.03 |
| 54   | 0.02509     | HFDHE2     | CSWF+T  | 0.42 ± 0.005 | -23.83 ± 0.15 | 24.27 ± 0.06 | 24.25 ± 0.14 |
| 54   | 0.027373    | HFDHE2     | CSWF+T  | 1.67 ± 0.03 | -25.97 ± 0.03 | 27.64 ± 0.03 | 27.87 ± 0.03 |

$N = 16$ and $N = 54$ particles using the CSWF and later including the triplet correlations on it (CSWF+T).

From our results we do not find a relevant physical reason to explain such a relevant discrepancy of the CSWF+T estimates for $N=54$ particles, with the experiment values. We do not believe that further sophistications of the trial wave function may change dramatically this situation. At this stage we may claim that the HFDHE2 Aziz potential maybe is not the best and the most appropriate one in the $^3$He solid case.

Further investigation is needed in order to check the validity of this conclusion.
9.5. Results on solid $^3$He

Table 9.6: The variational parameters of the CSWF used in the simulation of $^3$He solid at density $\rho = 0.027373\, \text{Å}^{-3}$ and $\rho = 0.02509\, \text{Å}^{-3}$, for $N=16$ and $N=54$ particles. The Triplet correlations were also included in the Coherent State Wave Function (CSWT+T) for the case of $N = 54$ particles.

| $N$ | $\rho(\text{Å}^{-3})$ | $|\Psi>$ | $b (\text{Å})$ | $\lambda$ | $\rho_0 (\text{Å})$ | $w (\text{Å})$ | $c (\text{Å}^{-2})$ | $\lambda_T (\text{Å}^{-2})$ | $\rho_T (\text{Å})$ | $w_T (\text{Å})$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.027373</td>
<td>CSWF</td>
<td>2.84</td>
<td>-5.0</td>
<td>2.4</td>
<td>1.3</td>
<td>0.40</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>54</td>
<td>0.027373</td>
<td>CSWF</td>
<td>2.86</td>
<td>-2.1</td>
<td>1.8</td>
<td>1.3</td>
<td>0.35</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>54</td>
<td>0.027373</td>
<td>CSWF+T</td>
<td>2.86</td>
<td>-2.1</td>
<td>1.8</td>
<td>1.3</td>
<td>0.35</td>
<td>-3.22</td>
<td>1.7577</td>
<td>1.6133</td>
</tr>
<tr>
<td>16</td>
<td>0.02509</td>
<td>CSWF</td>
<td>2.84</td>
<td>-5.0</td>
<td>2.4</td>
<td>1.3</td>
<td>0.40</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>54</td>
<td>0.02509</td>
<td>CSWF</td>
<td>2.84</td>
<td>-2.1</td>
<td>1.8</td>
<td>1.3</td>
<td>0.40</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>54</td>
<td>0.02509</td>
<td>CSWF+T</td>
<td>2.85</td>
<td>-2.1</td>
<td>1.8</td>
<td>1.3</td>
<td>0.32</td>
<td>-3.3480</td>
<td>1.8050</td>
<td>1.5974</td>
</tr>
</tbody>
</table>
Figure 9.6: Spin parallel $g^{\uparrow\uparrow}(r)$, spin anti-parallel $g^{\downarrow\downarrow}(r)$ and total $g(r)$ radial distribution function for bcc solid $^3$He at density $\rho = 0.027373 \, \text{A}^{-3}$, after a VMC simulation with $N=54$ particles using the Coherent State Wave Function with the inclusion of the Triplet correlations on it (CSWF+T).
Figure 9.7: Equation of state of $^3$He liquid and solid. Crosses are VMC results after a simulation with $N=16$ particles employing the Coherent State Wave Function (CSWF). Open triangles are VMC results for $N=54$ using the CSWF. Solid triangles are the results by including the triplet correlations in the wave function (CSWF+T), solid circles represent the results of Pederiva et al. [61] using the Shadow-Slater-Backflow (ShSB) wavefunction which contains the triplet correlations implicitly from its structure, open circles DMC results which solve exactly the Schroedinger equation for a Bose statistics of the $^3$He particles.
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Appendix A

The Fermi Hyper-Netted-Chain Equations

In the Appendix we present the explicit expressions of the quantities entering the FHNC equations.

The sums of non-nodal (composite) diagrams of the four types are given by

\[ X_{dd}(r) = f^2(r) e^{N_{dd}(r) + E_{dd}(r)} - N_{dd}(r) - 1, \]  

(A.1)

\[ X_{de}(r) = f^2(r) e^{N_{dd}(r) + E_{dd}(r)} [N_{de}(r) + E_{de}(r)] - N_{de}(r), \]  

(A.2)

\[ X_{ee}(r) = f^2(r) e^{N_{dd}(r) + E_{dd}(r)} [N_{ee}(r) + E_{ee}(r) + |N_{de}(r) + E_{de}(r)|^2 - g_s [N_{ee}(r) + E_{ee}(r) - l(r)/g_s^2]] - N_{ee}(r). \]  

(A.3)

\[ X_{cc}(r) = f^2(r) e^{N_{dd}(r) + E_{dd}(r)} [N_{cc}(r) + E_{cc}(r) - l(r)/g_s + l(r)/g_s - N_{cc}(r)]. \]  

(A.4)

The chain formation of the nodal diagrams is generated by convolution equations,

\[ N_{dd}(r_{13}) = \rho \int d\vec{r}_3 [X_{dd}(r_{13}) + N_{dd}(r_{13})] P(r_{32}), \]  

(A.5)
\[ N_{de}(r_{12}) = \rho \int d\vec{r}_3 [X_{dd}(r_{13})X_{ee}(r_{32}) - X_{de}(r_{13})X_{de}(r_{32}) + [X_{de}(r_{13}) + N_{de}(r_{13})]P(r_{32})] , \]

(A.6)

\[ N_{ee}(r_{12}) = \rho \int d\vec{r}_3 [X_{de}(r_{13})X_{de}(r_{32}) - X_{dd}(r_{13})X_{ee}(r_{32}) + [X_{ee}(r_{13}) + N_{ee}(r_{13})]P(r_{32})] , \]

(A.7)

\[ N_{cc}(r_{12}) = \rho \int d\vec{r}_3 [-i(r_{13})/g_s + X_{cc}(r_{13}) + N_{cc}(r_{13})]X_{ee}(r_{32}) , \]

(A.8)

with

\[ P(r_{ij}) = X_{dd}(r_{ij}) + 2X_{de}(r_{ij}) + \rho \int d\vec{r}_k [X_{dd}(r_{ik})X_{ee}(r_{kj}) - X_{de}(r_{ik})X_{de}(r_{kj})] . \]

(A.9)

As a final result the radial distribution function is composed from the components

\[ g(r) = 1 + X_{dd}(r) + N_{dd}(r) + 2[X_{de}(r) + N_{de}(r)] + X_{ee}(r) + N_{ee}(r) . \]

(A.10)
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